Technological coherence and the adaptive resilience of regional economies

Silvia Rocchetta & Andrea Mina

To cite this article: Silvia Rocchetta & Andrea Mina (2019) Technological coherence and the adaptive resilience of regional economies, Regional Studies, 53:10, 1421-1434, DOI: 10.1080/00343404.2019.1577552

To link to this article: https://doi.org/10.1080/00343404.2019.1577552
Technological coherence and the adaptive resilience of regional economies

Silvia Rocchetta\textsuperscript{a} and Andrea Mina\textsuperscript{b}

\textbf{ABSTRACT}

This paper explores the effect of different regional technological profiles on the resilience of regional economies to exogenous shocks. It presents an empirical examination of the determinants of resilience through panel analyses of UK NUTS-III-level data for the period 2004–12. The results indicate that regions endowed with technologically coherent – and not simply diversified – knowledge bases are better prepared to face an unforeseen downturn and display adaptive resilience. Moreover, local economies tend to be more adaptable if they innovate in sectors with the strongest growth opportunities, even though firms’ entry does not appear to contribute significantly towards resilience.
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\textbf{INTRODUCTION}

In the context of recovery from the Great Recession the concept of adaptive resilience has gained traction in the literature. Adaptive resilience involves the capacity of a regional economy to absorb the effects of recessionary forces and the ability of its industrial and technological structure to react to exogenous shocks through adaptation and innovation (Martin, 2012). The evolution of regional economies is uneven (Porter, 2003; Gardiner, Martin, Sunley, & Tyler, 2013; Saxenian, 1994) and interregional differences can become even sharper when tested by downturns (Dijkstra, Garcilazo, & McCann, 2015; Organisation for Economic Co-operation and Development (OECD), 2014). Some regions appear to be more adaptable and able to absorb shocks while others experience decline. What can explain the differential performance of regions after and during a crisis? Martin (2012) argues that adaptive resilience may depend on factors such as: the formation of new firms, innovation, willingness to change, the diversity of regional economic structures and the availability of skilled labour. Related studies (e.g., Boschma, 2015; Esletzlich, 2015) point out that diversification is an especially important driver of resilience because variety can alleviate the risks of sector-specific shocks and mitigate the short-run impact of a crisis on employment. Variety in complementary industries or technologies can arguably trigger useful knowledge spillovers (Boschma, 2015; Grabher & Stark, 1997; Pike, Dawley, & Tomaney, 2010). However, the development and exploitation of positive externalities may be more efficient when growth opportunities are consistent with the existing knowledge base and when processes of knowledge recombination involve technologically related inputs (Antonelli, Kraft, & Quatraro, 2010; Fleming, 2001; Frenken, Van Oort, & Verburg, 2007; Quatraro, 2010).

In this paper we theorize and test what kind of technological diversification drives adaptive resilience. To the best of our knowledge existing studies on resilience focus either on a single sector (e.g., Holm & Østergaard, 2015) or on the composition of the local industrial structure (Delgado & Porter, 2018; Sedita, De Noni, & Pilotti, 2014). In the literature, however, technological knowledge has been broadly identified as a key driver of regional growth (see Kogler, Essentials, & Rigby, 2017, for a comprehensive discussion of this theme), but research on the effects of regional technological profiles on resilience is still scant. We address this gap by means of econometric analyses of a panel of 134 English NUTS-III regions covering the period 2004–12. We use employment and industry data...
from the UK Office for National Statistics (ONS) integrated with information from the European Patent Office’s (EPO) PATSTAT database, grouping patents into eight technological classes and 121 subclasses according to the International Patent Classification (IPC). As we want to analyze the impact of different types of technological diversification on resilience, we use information on inventor location and three-digit technology codes to calculate different measures of diversification. The econometric evidence uncovers the crucial role of technological coherence. It also suggests that regions that innovate in high-tech sectors tend to be more resilient while the effect of new firms’ entry is overall negligible.

The paper is structured as follows. The next section reviews the literature on adaptive resilience and profiles the theoretical line of the paper by specifying four research hypotheses. The third section presents the data, the construction of diversification indices and the variables included in the modelling exercise. The fourth section presents the estimation strategy and results. The fifth section sums up and discusses the main findings, the limitations of the study and then concludes with reference to its implications for future research and policy.

LITERATURE REVIEW

What is resilience?

The concept of resilience has been used in different contexts and with different connotations (Bristow & Healy, 2014; Christopherson, Micthe, & Tyler, 2010; Reggiani, de Graff, & Nijkamp, 2002). This has generated some conceptual ambiguity that has often made its operationalization for empirical testing difficult (Sensier, Bristow, & Healy, 2016). ‘Resilience’ has been viewed from at least three different perspectives: engineering, ecological and adaptive. Earlier studies on ‘engineering resilience’ focused on the stability of a system working closely to equilibrium or a steady state, while ‘ecological resilience’ denotes the capacity of a system ‘to absorb disturbance and reorganize while undergoing change so as to still retain essentially the same function, structure, identity and feedbacks’ (Walker et al., 2006, p. 2).

A more recent interpretation of the concept as ‘adaptive resilience’ has been proposed in relation to a region’s ability to reorganize economic structures to absorb the effect of a destabilizing shock (Martin, 2012). Resilience involves the regional economies’ capacity to recover from an unexpected downturn as well as the capacity to reconfigure productive activities and develop new growth paths (Boschma, 2015). According to this literature resilience does not simply entail the return to a stable equilibrium state (Simmie & Martin, 2010) but involves adaptation to exogenous change through innovation (Crescenzi, Luca, & Millo, 2016; Savioi, 1996).1 In evolutionary terms (Boschma & Frenken, 2006; Boschma & Martin, 2007) adaptation involves a path-dependent process shaped by the regions’ endogenous pre-shock characteristics and by the regional system’s ability to recombine knowledge so as to maintain satisfying growth paths in output and employment over time.

Adaptability, therefore, is not a static characteristic of the region but rather a dynamic characteristic that depends on continuous processes of localized Schumpeterian change in which ‘pre-existing resources and capabilities often shape new growth paths, as these are rejuvenated and redeployed in new combinations’ (Boschma, 2015, p. 736). This is consistent with a recombinant approach to growth whereby economic development consists in using known resources in a different way to realize new things with them (Weitzman, 1998).

Despite growing scholarly interest, comprehensive empirical evidence on the determinants of adaptive resilience is still scant. Martin (2012) provides useful guidance by developing the idea that adaptive resilience depends on a mix of factors such as entrepreneurship, the firms’ willingness and ability to react to or trigger change, and the technological and skills endowment of the region. While these cannot be taken as a ‘recipe’ to make a region resilient, they constitute a set of interesting propositions that need to be further articulated and put to empirical test. Consistently with this approach, in his exploratory analysis of UK NUTS-I regions, Fingleton, Garrettse, and Martin (2012) argue that in order to explain resilience one should look at a region’s prior economic performance, the structure of the economy and the region’s innovation system (including the skills base and entrepreneurial culture). By analyzing the evolution of the steel technology cluster in Pittsburgh, Treado (2009) highlights that the reasons behind the cluster’s ability to be resilient need to be found in local workers’ expertise. Moreover, through the comparative case study of Ottawa and Waterloo in Canada, Wolfe (2010) argues that resilience is influenced by the characteristics of regional industrial structures and of civic capital, while Simmie and Martin (2010) stress the importance of local institutions, the creation of new knowledge and entrepreneurship in discussing the evolution of the cities of Cambridge and Swansea in the UK.2

The sources of regional adaptive resilience

Among the sources of resilience, variety of economic activities has figured prominently in the literature. Variety should prompt adaptive resilience and shape a region’s capacity to absorb the negative effects of a downturn (Boschma, 2015; Fingleton & Palombi, 2013). Jacobs (1969) already proposed that the exchange of cross-sectoral knowledge promotes externalities that foster innovation and trigger localized growth, a point also made by Pasinetti (1993) when he noted that an economy must increase variety over time in order to generate productive gains and limit structural unemployment due to a combination of product innovation and technical progress in production. A high degree of variety should favour the generation of spillovers and open up opportunities for the pursuit of new activities (Feldman & Audretsch, 1999; Glaeser, Kahn, Scheinkman, & Shleifer, 1992). Attaran (1986) and Frenken et al. (2007) argue that broader portfolio diversification can protect local labour markets from destabilizing factors (e.g., workers that have been made redundant could be absorbed by industries that are relatively less
affected by a downturn). Grabher and Stark (1997) also emphasize the importance of diversity in enhancing regional economies ‘adaptive capacity’ and Boschma (2015) elaborates further that local economies with a higher degree of variety should be able to minimize the risks linked to idiosyncratic shocks and therefore favor adaptation. Following the Schumpeterian principle that technological capabilities are essential building blocks of growth processes, we formulate the following hypothesis:

**Hypothesis 1:** The degree of regional technological variety has a positive effect on resilience.

Simmie and Martin (2010) suggest that regional resilience is co-determined by endogenous sources of new knowledge and by particular decisions about the use of this knowledge. The degree of technological coherence of a region’s technology portfolio can favor knowledge spillovers because it lowers the barriers for novelty generation and exploitation (Frenken et al., 2007). Holm and Østergaard (2015) have recently shown that related technological variety positively influenced the adaptive resilience of the information and communication technology (ICT) sector in Denmark after the burst of the dot.com bubble. Delgado and Porter (2018) make a similar point and argue that co-specialized and co-located resources can make regional industrial structures more resilient.

Regions that have diversified in technologically related sectors, where firms can share complementary know-how, may have an advantage in undertaking and exploiting processes of knowledge recombination within pools of existing knowledge, across pools of old and new knowledge, and arguably in different pools of new knowledge (Boschma & Iammarino, 2009).

Innovations that arise from recombiant processes can be more successful due to the benefits of past experience: through time, actors learn to identify what elements to recombine, what to leave aside, and what combinations are better than others for specific contexts and strategic objective (Fleming, 2001; Fleming & Sorenson, 2001). In this process, recombination of related components tends to be associated with lower costs and lower levels of uncertainty of innovation outcomes. Therefore, during times of economic uncertainty proximity in the technology space might be as important as geographical proximity in that it is easier to utilize knowledge inputs that are coherent with one other compared to cognitively distant inputs (Antonelli et al., 2010; Boschma, 2005, 2015; Nooteboom, 2000; Quatraro, 2010). It follows that during economic downturns a region with a comparatively higher number of technologically related activities can exploit more learning opportunities and is more likely to create new growth paths through the recombination of available technological competences (Boschma, Minondo, & Navarro, 2012). We therefore propose the following hypothesis:

**Hypothesis 2:** The degree of technological coherence in a region’s technology portfolio positively influences its resilience.

In the short run the regional economies’ opportunities for path renewal are arguably stronger when a region’s industrial structure exhibits a higher degree of related variety and stronger inter-industry learning (Frenken et al., 2007; Sedita et al., 2014). Regions can develop new developmental paths as new activities branch out from existing sectors on the basis of technologically related resources (Boschma, 2015; Kogler et al., 2017). However, there is abundant empirical evidence that industries differ substantially in their innovation patterns, search and appropriability regimes, and demand (Breschi, Malerba, & Orsenigo, 2000; Malerba, 2004). This implies that the opportunities for growth are not evenly distributed across sectors and that the type of industry specialization can have significant consequences in sustaining aggregate performance (Audretsch, 1995; Diodato & Weterings, 2015; Glaeser & Kerr, 2009). Local economies, therefore, might gain competitive advantage by orienting some productive capabilities towards emerging fields and new demand (Suire & Vicente, 2009). Other things being equal, we expect that regions will tend to be more resilient if they orient their innovative activities towards sectors with the strongest growth opportunities. High-tech sectors are areas of specialization able to provide such growth opportunities even though these might entail greater technology risk (OECD, 2014). This leads one to formulate the following hypothesis:

**Hypothesis 3:** Innovative activities in high-tech sectors have a positive effect on resilience.

One aspect of this debate that has attracted not only considerable academic scrutiny, but also strong policy interest is the role of entrepreneurship. Entrepreneurs can directly contribute to processes of economic development by identifying and capturing new business opportunities and by converting new knowledge into marketable products (Bau mol, 2010; Schumpeter, 1934). New firms can therefore be powerful engines of structural change and positive contributors to strengthen regional economies adaptive capacities (e.g., Audretsch & Keilbach, 2004; Fritsch, 2013; Haltiwanger, Jarmin, & Miranda, 2013).³ By starting new businesses, entrepreneurs capture locally available knowledge, shape the exploitation of resources in novel or more efficient ways, and in doing so have the potential to sustain local labour markets. New firms have been profiled as a key determinant of regional resilience because they can provide counter-cyclical job opportunities in addition to or away from older businesses that may lack the flexibility to adapt to adverse demand conditions (Martin, 2012; Simmie & Martin, 2010). This motivates the following hypothesis:

**Hypothesis 4:** New firm formation has a positive effect on regional resilience.

While focusing on the role of technological variety, coherence, high-tech activities and new firm formation, we also need to take into account the effect of the region’s absorptive capacity, employment specialization and
agglomeration economies. Adapting Cohen and Levinthal’s (1989) approach to a regional context, we refer to absorptive capacity as the region’s ability to identify, assimilate and exploit knowledge from the environment. We also control for the relative share of employment in different occupations. Finally, we account for agglomeration effects because the existence of urbanization economies can provide stronger infrastructures for the production, absorption, and exchange of knowledge (Frenken et al., 2007) and the literature has suggested that this can have a significant impact on resilience (Capello, Caragliu, & Fratesi, 2015; Lee, 2014).

DATA AND VARIABLES

Data set

We use information on the employment and economic structure of UK NUTS-III regions combined with information on patent records. The data sources are the National On-line Manpower Information System (NOMIS) portal of the ONS and the EPO’s PATSTAT database (from which EUROSTAT extracts information on patents). We consider patent applications submitted to the EPO by inventors resident in the different NUTS-III UK regions. Following a well-established tradition, we use information contained in patent applications to characterize regional economies since applications as the outcome of research and development (R&D) investments are good indicators of technological capabilities (Jaffe & Trajtenberg, 2002). Patent applications are grouped into eight technological classes (each class corresponds to the first digit of the IPC) and 121 subclasses (defined using patent applications with three-digit IPC classes). In the analyses we use patents with three-digit IPC classes. We also include the number of high-tech patents as an indicator of advanced technological capabilities. The trilateral statistical report of the EPO, the Japanese Patent Office (JPO) and the United States Patent and Trademark Office (USPTO) establishes which IPC classes have to be included in this statistic and identiﬁes eight technological classes (each class corresponds to the ﬁrst digit of the IPC) and 121 subclasses (deﬁned using patent applications with three-digit IPC classes). In the analyses we use patents with three-digit IPC classes. The variable is calculated over the period 2004–12 as follows:

\[ g_{Emp,i,t} = \frac{Emp_{i,t} - Emp_{i,t-1}}{Emp_{i,t-1}} \]

Independent variables

We want to investigate the effect of different technological proﬁles on the capacity of regional economies to be resilient to exogenous shocks. More precisely, we are interested in the impact of different degrees and types of technological diversiﬁcation on resilience. Therefore, we introduce in the estimation different indicators of variety: regional entropy, unrelated variety (UV) and related variety (RV).

Theil originally introduced the information entropy index \( (H) \) to economic analysis in 1967 in order to measure the degree of disorder or randomness of a system (Theil, 1967). In its earliest applications, it was used to analyze how different economic activities were distributed between sectors, ﬁrms or regions (Attaran, 1986; Boschma & Iammarino, 2009; Frenken et al., 2007). We use this index as a ﬁrst measure of the degree of regional technological diversiﬁcation.

One of the main advantages of this speciﬁc measure is that entropy can be decomposed at each technology digit level (Jacquemin & Berry, 1979; Theil, 1972). We compute the index by using patent data at the three-digit level available for each UK NUTS-III units. Thus, RV is measured at a lower level of aggregation (three-digit class within a one-digit section) than UV (across one-digit section). The ﬁrst measure captures the average degree of disorder or variety within the subsets, while the second captures the degree of randomness between the higher order sections.

Formally, we deﬁne \( \mathbb{I} = (1, \ldots, n) \) as the set containing all 121 patent IPC subclasses \( i \) (three-digit technology code). Additionally, \( G = (1, \ldots, g) \) is the set including the eight technological sections of the IPC standard classiﬁcation \( g \) (one-digit technology code). Following the IPC standard classiﬁcation scheme all the patent subclasses throughout the financial downturn that started in 2008. Several authors (Di Caro, 2015; Fingleton et al., 2012; Holm & Østergaard, 2015; Lee, 2014; Simmie & Martin, 2010) argue that evaluating differential employment effects is an efﬁcient empirical strategy for the study of adaptive resilience in the wake of exogenous shocks because, following Martin (2012, p. 110):

the proportionate decline in employment during a recessionary downturn tends to be signiﬁcantly greater than that in output. In this respect, the issue of regional resilience assumes particular signiﬁcance in relation to how regional and local labour markets are affected by and recover from major recessionary shocks.

Variables and measures

Dependent variable

In our empirical analysis, the dependent variable is the degree of resilience displayed by the UK NUTS-III regions.
In order to obtain a measure of the average epistemic relatedness of any technology randomly chosen within a region with respect to any other technology (Nesta & Saviotti, 2005, 2006) we calculate a regional technological coherence index (Coherence). It allows one to evaluate the extent of regional diversification while taking into account the volume of patenting activities in different classes weighted by their degree of technological proximity. This method derives relatedness ex-post from data rather than ex-ante from a classification scheme. The value of Coherence is calculated as follows. First, we compute the coherence index \( \tau_{ij} \) introduced by Teece, Rumelt, Dosi, and Winter (1994). Our universe is made of 134 NUTS-III regions each patenting in the period 2004–12 in two or three technological fields (IPC classification).

If region \( k \) is active in technological field \( i \) \( G_{ik} = 1 \), otherwise \( G_{ik} = 0 \). Therefore, the total number of regions active in technology \( i \) is equal to \( K_i = \sum G_{ik} \). In the same fashion the number of regions patenting both in the fields \( i \) and \( j \) is computed as follows: \( O_{ij} = \sum G_{ij}G_{jk} \). By applying this formula to all possible pairs of technological fields we obtain a square (8 × 8) symmetrical matrix \( \Omega \), in which the generic cell \( O_{ij} \) records the number of regions that each year (from 2004 to 2012) were active in both technological fields \( i \) and \( j \). The \( \tau_{ij} \) is computed as a ‘test of randomness’ that compares the observed value of \( O_{ij} \) with the value that would be expected under the hypothesis that technological diversification is random (Nesta & Saviotti, 2005; Bryce & Winter, 2009):

\[
\tau_{ij} = \frac{O_{ij} - \mu_{ij}}{\sigma_{ij}}
\]

where \( \mu_{ij} \) is the mean of the counterfactual random sample \( X_{ij} \):

\[
\mu_{ij} = E(X_{ij}) = \frac{K_iK_j}{K}
\]

and \( \sigma_{ij}^2 \) is the variance:

\[
\sigma_{ij}^2 = \mu_{ij} \left( 1 - \frac{K_i}{K} \right) \left( \frac{K - K_i}{K - 1} \right)
\]

where \( K \) represents the total number of NUTS-III regions included in our sample.

On this basis we proceed to calculate the weighted average relatedness, \( \text{WAR}_{jk} \), of technology \( j \) with respect to all other \( m \) technologies present within the region \( k \):

\[
\text{WAR}_{jk} = \sum_{m \neq j} \frac{\tau_{jm}P_{mk}}{\sum_{m \neq j} P_{mk}}
\]

where \( \text{WAR}_{jk} \) is defined as the degree to which technology \( j \) is related to all other technologies \( m \neq j \) within the region \( k \) weighted by the number of patent \( P_{mk} \) of technology \( m \) in the specific NUTS-III region. Finally, the regional technological coherence (\( C \)) of region \( k \) is defined as the weighted
The average of the $\text{WAR}_{jk}$:

$$\text{Coherence}_k = \sum_j \frac{\text{WAR}_{jk} \ P_{jk}}{\sum_j P_{jk}}$$

where $\sum_j P_{jk}$ is the total number of patents within the region $k$ (NUTS-III).

This measure captures the degree to which the different classes of patents making up the technological knowledge base of a region are complementary to one another. This renders the coherence index particularly appropriate for our research objectives. We expect that this index will be positively related to regional resilience since, as explained above, we conjecture that technological proximity plays a key role in prompting recombinant growth processes within regions.

We include among the focal determinants of resilience the ability of a region to innovate in newer technological fields and new firm formation. These two variables are defined as follow. Employing the data on the number of patents filed in high-tech sectors for each NUTS-III region we construct the variable high-tech patents ($\text{HT}_{\text{pat}}$) to capture the extent of innovation in technologies associated with the strongest growth opportunities. Following the EPO, JPO and USPTO’s indication, these are aviation, communication technology, computer and automated business equipment, lasers, microorganism and genetic engineering, and semiconductors.

The variable Entry measures the rate at which new firms appear in the local economy. New firm formation has been extensively used in the literature on the relationship between entrepreneurship and regional growth (e.g., Acs & Armington, 2004; Audretsch & Fritsch, 2002; Baptista, Escaria, & Madruga, 2008; Doran, McCarthy, & O’Connor, 2016; Fritsch & Mueller, 2004). We use it to identify the effect of entrepreneurship on resilience and calculate it as the year-on-year growth rate of the number of firms active in each NUTS-III units. The expectation derived from theory is that regions endowed with more new firms are better prepared to face unforeseen shocks and display resilience.

We include controls for other regional characteristics, such as education levels of the workforce and population density. We use the share of employees with the lowest level of education for each NUTS-III region (that is the number of workers with National Vocational Qualifications – NVQ) to measure weak absorptive capacity.

The dummy variable Crisis enters the econometric analysis to assess the role of the ‘Great Recession’ and more specifically to test how the structure of local technological knowledge mediates the effect of the downturn. When we look at the main trend in employment (Figure 1)
for the period 2004–12 it is evident that the financial crisis of 2008 had a severe effect on the British job market in 2009. The year 2012 marked a reversal of the recessionary trend but did not bring employment back on a par with the pre-crisis period. The variable Crisis is defined as 0 until and including the year 2008 and 1 afterwards.

**DESCRIPTIVE STATISTICS**

Table 1 provides the descriptive statistics for the whole data set and Table 2 shows the correlation matrix. Generally, correlation levels are low. The only variables significantly correlated with each other are $H$, $RV$ and $UV$ because of the way these indices are constructed ($H$ results from the sum of $RV$ and $UV$). We need to keep this in mind when we estimate the model.

The growth rate of employment over the period 2004–12 is on average largely negative and just 49 out of 134 British micro-regions registered a moderately positive change in their employment performance. When we compare the pre-crisis and crisis periods, we detect significant unevenness: Figure 2 shows how regions with positive growth are much more numerous in the first relative to the second period, that persistent growth across periods is rare, and that the crisis period (on the right-hand side) is associated with more areas of markedly negative growth among the Northern regions. These differences will be investigated in detail in the econometric analysis that follows.

**ECONOMETRIC ANALYSIS AND FINDINGS**

To investigate the effects of different technological profiles on resilience, and to evaluate at the same time the ‘within’ and ‘between’ variation of the micro-regions, we use a pooled ordinary least squares (OLS) model. Complementary fixed effect models (Table 3), which help to account for potential unobserved heterogeneity, fully confirm the results.

In the estimations, we adopt a stepwise approach: first, we estimate a model designed to explain the regional variation in employment within regions and across regions; and second, in order to evaluate how the regional technological structure mediates the effect of the recession, we interact the dummy variable for the crisis period (defined as 0 until and including the year 2008, 1 afterwards) with the focal determinants of resilience.

The baseline model we use takes the form:

$$g_{Emp,i,t} = \beta_0 + \beta_1entropy_{i,t-1} + \beta_2Coherence_{i,t-1} + \beta_3HT_{pat}_{i,t-2} + \beta_4entry_{i,t-1} + \beta_5NVQ_{i,t-1} + \beta_6LT_{jobs}_{i,t-1} + \beta_7density_{i,t-1} + \beta_8Crisis_{i,t} + \epsilon_{i,t}$$

(1)

where $g_{Emp,i,t}$ represents the variation in the employment rate of region $i$ from year $t$ to year $t - 1$. All explanatory variables are lagged by one period, with the exception of...
the variable high-tech patents ($HT_{pat}$): this is lagged by an additional year to reflect more accurately the lags of the patenting process (Griliches, Pakes, & Hall, 1987). As already noticed in commenting on Table 2, the variables Entropy, RV and UV are highly correlated. Therefore, they enter the estimations separately and in a stepwise manner.

In order to evaluate how the regional technological structure moderates the effect of the financial crisis – and therefore to test the determinants of regional resilience to this shock – we then interact key explanatory variables (Coherence, Entropy, RV, UV, $HT_{pat}$ and Entry) with the crisis period dummy. Thus, this second model takes the form:

$$g_{Emp_{i,t}} = \beta_0 + \beta_1 \text{entropy}_{i,t-1} + \beta_2 \text{Coherence}_{i,t-1}$$
$$+ \beta_3 RV_{i,t-2} + \beta_4 \text{entry}_{i,t-1}$$
$$+ \beta_5 UV_{i,t-1} + \beta_6 \text{jobs}_{i,t-1} + \beta_7 \text{density}_{i,t-1}$$
$$+ \beta_8 \text{crisis}_{i,t} + \beta_9 \text{entropy}_{i,t-1} \times \text{crisis}_{i,t}$$
$$+ \beta_{10} \text{Coherence}_{i,t-1} \times \text{crisis}_{i,t} + \beta_{11} HT_{pat_{i,t-2}}$$
$$\times \text{crisis}_{i,t} + \beta_{12} \text{entry}_{i,t-1} \times \text{crisis}_{i,t} + \epsilon_{i,t}$$

(2)

Table 4 reports the results of the estimations that alternatively include Entropy (column 1), RV (column 2) and UV (column 3).

As far as the variables Entropy, RV and UV are concerned, the results of the baseline estimations show that their coefficient is insignificant. Thus, in contrast with evidence found in previous literature all the measures of diversification appear to have no effect on employment growth. Regional technological coherence (Coherence) has instead a positive and significant coefficient in all estimations. This result suggests that diversifying in technological coherent patent classes is a fundamental determinant of employment creation. It also shows that, in line with previous literature, the effect of low skills employment ($NVQ$) is negative and statistically significant in all the estimations, which means that greater shares of low skilled employees make the regional economy less able to improve their occupational profile. New firm formation (the variable Entry) has insignificant (negative) coefficients. Finally, these results indicate that, as expected, the recession (Crisis) had an important negative influence on job growth.

The results of the interacted model highlight that all measures of diversification show a negative but insignificant coefficient. As we find that the portfolio diversification is not affecting adaptive resilience, Hypothesis 1 is not confirmed. Coherence and high-tech patents ($HT_{pat}$) exhibit instead positive and significant coefficients in all estimations, demonstrating that the sources of resilience are to be found in the technological coherence of the regional economy and in its orientation towards innovation in sectors associated with the strongest technological
opportunities. This is clear evidence in support of Hypotheses 2 and 3. The variable Entry also has a non-significant effect on resilience. Contrary to our expectations (Hypothesis 4), the results suggest that new firms per se do not have any effect on the resilience of regions.10

As a further robustness check we repeat the estimations by using an alternative measure of variety. We include in both regressions a new measure of diversification (Div,) which is equal to the fractionalization index proposed by Alesina, Devleeschauwer, Easterly, Kurlat, and Wacziarg (2003):

$$Div_i = 1 - Herfindahl_i, $$

A low index value means that patents within the NUTS-III region are concentrated in a few patent classes. Conversely, a higher value indicates greater variety in the distribution of

<table>
<thead>
<tr>
<th>Adj. R^2</th>
<th>Observations</th>
<th>Regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>747</td>
<td>131</td>
</tr>
</tbody>
</table>

**Table 3.** Results of fixed effects estimation.

<table>
<thead>
<tr>
<th>Dependent variable: gEmp</th>
<th>Baseline</th>
<th>Interacted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy</td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>RV</td>
<td>(0.00264)</td>
<td>(0.00281)</td>
</tr>
<tr>
<td>UV</td>
<td>(0.00395)</td>
<td>(0.00416)</td>
</tr>
<tr>
<td>Coherence</td>
<td>(0.00891)</td>
<td>(0.00890)</td>
</tr>
<tr>
<td>HT_pat</td>
<td>(0.000646)</td>
<td>(0.000722)</td>
</tr>
<tr>
<td>Entry</td>
<td>(0.000572)</td>
<td>(0.000575)</td>
</tr>
<tr>
<td>NVQ</td>
<td>(0.000760)</td>
<td>(0.000760)</td>
</tr>
<tr>
<td>LT_jobs</td>
<td>(0.000640)</td>
<td>(0.000639)</td>
</tr>
<tr>
<td>Density</td>
<td>(0.0000172)</td>
<td>(0.0000170)</td>
</tr>
<tr>
<td>Crisis</td>
<td>(0.0000488)</td>
<td>(0.0000475)</td>
</tr>
<tr>
<td>Entropy*crisis</td>
<td>(0.00264)</td>
<td>(0.00264)</td>
</tr>
<tr>
<td>RV*crisis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UV*crisis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coherence*crisis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HT_pat*crisis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entry*crisis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regional dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.0388</td>
<td>-0.0353</td>
</tr>
<tr>
<td>R^2</td>
<td>0.09</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Note: Estimated intercept and slope coefficients for each regressor with robust standard errors in parentheses. *p < 0.05, **p < 0.01, ***p < 0.001.
regional patents among different classes. The results (reported in Table A2 in Appendix A of the supplemental data online) validate our approach and previous results.11

CONCLUSIONS

We began this study by reflecting on the unevenness with which different UK regions reacted to the 2008 financial crisis and we set out to explore what aspects of a regional economy drive stronger performances against a recessionary shock. While much research exists on the drivers of regional growth, the question arises whether the factors that foster growth are the same as those that enhance the ability of a region to fence off the negative effects of a crisis. Moreover, despite the emphasis placed by the literature on the importance of regional technological capabilities, relatively few studies had considered the technological profiles of regions as determinants of resilience. The contribution

Table 4. Results of the pooled ordinary least squares (OLS) estimations.

<table>
<thead>
<tr>
<th>Dependent variable: gEmp</th>
<th>Baseline (1)</th>
<th>Baseline (2)</th>
<th>Baseline (3)</th>
<th>Interacted (1)</th>
<th>Interacted (2)</th>
<th>Interacted (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy</td>
<td>-0.000190</td>
<td></td>
<td></td>
<td>0.00231</td>
<td>(0.00270)</td>
<td>-0.000836</td>
</tr>
<tr>
<td></td>
<td>(0.00264)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RV</td>
<td></td>
<td>-0.00356</td>
<td></td>
<td>0.00395</td>
<td>(0.00416)</td>
<td>-0.000086</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.00373)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UV</td>
<td></td>
<td></td>
<td></td>
<td>0.00395</td>
<td>(0.00416)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coherence</td>
<td>0.0250**</td>
<td>0.0255**</td>
<td>0.0250**</td>
<td>0.00144</td>
<td>(0.00834)</td>
<td>0.00474</td>
</tr>
<tr>
<td></td>
<td>(0.00891)</td>
<td>(0.00891)</td>
<td>(0.00890)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HT_pat</td>
<td>0.000647</td>
<td>0.000646</td>
<td>0.000722</td>
<td>-0.000410</td>
<td>(0.00147)</td>
<td>-0.00306</td>
</tr>
<tr>
<td></td>
<td>(0.00152)</td>
<td>(0.00151)</td>
<td>(0.00152)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entry</td>
<td>-0.00572</td>
<td>-0.00575</td>
<td>-0.00608</td>
<td>-0.00385</td>
<td>(0.00445)</td>
<td>-0.00380</td>
</tr>
<tr>
<td></td>
<td>(0.00463)</td>
<td>(0.00462)</td>
<td>(0.00463)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVQ</td>
<td>-0.00203**</td>
<td>-0.00200**</td>
<td>-0.00203**</td>
<td>0.000102</td>
<td>(0.000764)</td>
<td>0.000119</td>
</tr>
<tr>
<td></td>
<td>(0.000760)</td>
<td>(0.000760)</td>
<td>(0.000759)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LT_jobs</td>
<td>-0.000488</td>
<td>-0.000475</td>
<td>-0.000503</td>
<td>-0.000542</td>
<td>(0.000639)</td>
<td>-0.000467</td>
</tr>
<tr>
<td></td>
<td>(0.000640)</td>
<td>(0.000639)</td>
<td>(0.000639)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>0.0000172</td>
<td>0.0000170</td>
<td>0.0000169</td>
<td>-0.00000172</td>
<td>(0.0000147)</td>
<td>-0.0000132</td>
</tr>
<tr>
<td></td>
<td>(0.0000212)</td>
<td>(0.0000212)</td>
<td>(0.0000212)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crisis</td>
<td>-0.00612*</td>
<td>-0.00615*</td>
<td>-0.00606*</td>
<td>-0.0201***</td>
<td>(0.00299)</td>
<td>-0.0199***</td>
</tr>
<tr>
<td></td>
<td>(0.00264)</td>
<td>(0.00264)</td>
<td>(0.00264)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entropy*crisis</td>
<td></td>
<td></td>
<td></td>
<td>-0.00385</td>
<td>(0.00241)</td>
<td></td>
</tr>
<tr>
<td>RV*crisis</td>
<td></td>
<td></td>
<td></td>
<td>-0.00460</td>
<td>(0.00397)</td>
<td></td>
</tr>
<tr>
<td>UV*crisis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.00818)</td>
<td></td>
</tr>
<tr>
<td>Coherence*crisis</td>
<td></td>
<td></td>
<td></td>
<td>0.0265***</td>
<td>(0.00681)</td>
<td>0.0206***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.00681)</td>
<td></td>
</tr>
<tr>
<td>HT_pat*crisis</td>
<td></td>
<td></td>
<td></td>
<td>0.00299*</td>
<td>(0.00132)</td>
<td>0.00277*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.00132)</td>
<td></td>
</tr>
<tr>
<td>Entry*crisis</td>
<td></td>
<td></td>
<td></td>
<td>-0.0441</td>
<td>(0.0318)</td>
<td>-0.0462</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.0318)</td>
<td></td>
</tr>
</tbody>
</table>

Regional dummies: Yes Yes Yes Yes Yes Yes

Constant: -0.0408 -0.0371 -0.0493 -0.0493 -0.0493 -0.0493

R²: 0.12 0.12 0.12 0.22 0.22 0.22

Observations: 747 747 747 747 747 747

Regions: 131 131 131 131 131 131

Note: Estimated intercept and slope coefficients for each regressor with robust standard errors in parentheses. *p < 0.05, **p < 0.01, ***p < 0.001.
of this paper is therefore threefold: first, we enrich the theory of resilience by stressing its deep connection with different types of technological diversification; second, we operationalize an empirical test of resilience that can be replicated in different contexts and timeframes; and third, we provide novel empirical evidence that singles out the role of technological coherence, measured through an ex-post frequency-based index of broad applicability to the study of regions.

In testing the role of technological coherence, we find that its effects on resilience are very pronounced, whereas the role of entropy is negligible. Furthermore, we find that high-tech patenting plays a positive and statistically significant role, but – contrary to expectations – new firm formation does not. Coherence generates the strongest results of the model, indicating that in the presence of higher uncertainty or greater resource constraints – two factors typically associated with financial crises – more coherent knowledge bases are conduits of superior performances during recessionary phases of the business cycle. This could be due to the fact that higher cognitive proximity between knowledge inputs favours interacting learning under time of resource constraints. The findings also imply that a high degree of entropy may not generate sufficient returns in the short run, possibly due to higher transaction costs, while it may be easier and more cost-effective to utilize a combination of whose joint use is more frequent.

The study has, of course, its limitations. First, these results are generated within one national context (the UK) and further international comparative evidence is needed to generalize them with confidence across countries. Second, we explore the sources of resilience as the short-run reaction of regional economic systems to the financial crisis: it is possible that the drivers of long-term recovery might be different. Only more year-observations will be able to produce insights on this particular aspect of regional growth paths and their evolution through time. Third, our empirical research on the determinants of resilience should be complemented by detailed case study work: this would make it possible to appreciate the nuances of resilience processes and the role of local specificities within the complex network of relationships that characterize regional economic systems.

Finally, a more detailed treatment of entrepreneurial dynamics might allow one to disentangle from one another the effects of different types of entrepreneurship. Our findings indicate that in the process of regional development, the innovativeness of regional economic systems is more important than their capacity to generate new ventures per se. It is possible that new firm formation could have an effect that is contingent on the regional technological bases and we ran additional estimations to test for the combined effect (three-way interactions) of entry, knowledge intensity and the crisis dummy. These estimations did not produce statistically significant results.12 There might be different explanations for this. The first explanation is that it might take longer for entrepreneurship to have a positive impact on jobs relative to other variables and this effect will be observable at a later stage of the recovery process, as suggested by Kitsos and Bishop (2016). The second explanation is in line with the view that only a minority of firms are responsible for the creation of new jobs (Haltiwanger et al., 2013). These firms are relatively rare, and while the generation of any such new firm will benefit the regional economy, the addition of an ‘average’ firm will have no positive net effect (Nightingale & Coad, 2014; Shane, 2009). Only firm-level microeconomic evidence will be able to shed a light on this particular problem.

Overall, and despite its limitations, the paper has significant policy implications. The results point to the importance of building coherent portfolios of technological capabilities and to the strategic role of innovative activities in high-tech sectors to ensure regions against the negative effects of a recession. Policies that aim to foster resilience should begin by careful assessments of the technological composition of local economic systems. The identification of specific areas of expertise is important to devise the most appropriate incentive schemes and to design innovation policies directed towards the generation of coherent new knowledge with strong elements of innovation at the frontier. This is consistent, for example, with smart specialization policies and place-based approaches to innovation policy. Bearing also this policy agenda in mind, further extensions of our study could address directly the effect of targeted policy interventions on the structure and composition of regional technological profiles – including their degree of coherence – and assess their relative impact of growth and productivity.
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1. For an in-depth discussion of the notions of resilience and equilibrium in dynamic economic systems, see Reggiani et al. (2002).

2. There are no systematic quantitative data on all these factors, and this underlines the importance of complementary qualitative accounts of resilience generated through a case-study approach to resilience processes in specific local contexts.

3. Van Praag and Versloot (2007), Fritsch (2013) and Duran et al. (2016) provide extensive reviews of this research stream.

4. In the PATSTAT database, patent applications are counted according to the year in which they are filed. Moreover, they are assigned to a country/region on the basis of the inventor’s place of residence, using fractional counting if there are multiple inventors for a single patent. We downloaded the data from EUROSTAT regional statistics in autumn 2015.

5. Source: EUROSTAT, High-tech patent applications counted if there are multiple inventors for a single patent.

6. Since Hidalgo, Klinger, Barabasi, and Hausmann’s (2007) seminal work, the evolutionary economic geography literature has used different data sets and methods based on co-occurrence matrices to calculate relatedness (e.g., Kogler et al., 2017; Neffke, Henning, & Boschma, 2011). As the present paper focuses on how the technological proximity underlying regional industrial structures following the method indicated by Jaffe (1986) and Brešchi, Lissoni, and Malerba (2003).

7. Robustness checks performed on our econometric model by excluding the year 2012 from the sample do not change the results.

8. Using inverse measures reduces the risk of multicollinearity in the estimation while capturing the relative effects of high and low absorptive capacities of regional labour markets.
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