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Abstract—This paper reports an in-field experiment of a photonics-based coherent MIMO radar network. The use of photonics guarantees the coherence of the transmitted and received RF signals, and allows remoting the antennas exploiting deployed optical fibers, thus a MIMO approach can be applied on a network of widely distributed coherent radars. In the in-field experiment, a photonics-based radar core connects two transmitters and two receivers, with 100-MHz bandwidth signals in X-band, observing a collaborative target. The results demonstrate an improvement in radar precision, and envisage real applications wherever fiber is available for deploying the radar network.
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I. INTRODUCTION

The pace of the technological advances in the communications field is underpinning the unrestrictable increment of worldwide data stream. In fact, the maximum transmission capacity in communication systems has been increasing with an impressive annual rate [1] in order to satisfy the ever-growing customer demand. Despite this trend, information sharing in the specific case of radar systems is rather limited: in fact, if multiple radar systems are present in the same area or on board of the same platform (e.g., a ship), they generally do not co-operate but rather provide multiple uncorrelated information of the same scene.

The paradigm of multiple radars is often implemented in the form of multistatic radars, i.e. radars with multiple transmitters and/or receivers positioned in different places. These multiple radars act independently or with poor coordination, and they exchange only a limited amount of data. In fact, each node of the multistatic radar network performs a local pre-processing (e.g., detection, tracking), and then sends the results to a master node for data fusion. On one hand, this solution avoids any issue related to the synchronization of all the network nodes, and reduces the amount of data to be shared. On the other hand, the tribute to pay for this simplification is an evident performance limitation determined by the fact that data fusion is done on already elaborated plots and not directly on the acquired samples of each signal.

Recently, multiple radars with a higher degree of coordination have been proposed, where the transmitters make use of different waveforms, so that each receiver can process signals coming from multiple distributed emitters. These multiple radars are usually named multiple-input multiple-output (MIMO) radars [2]. In MIMO radars, the increased spatial information of the distributed radar network improves the overall detection performance, in particular when the target exhibits a low radar cross section (RCS), or when the RCS is characterized by a high angular variability. Furthermore, MIMO radars allow achieving higher cross-range resolution than the one given by the signal bandwidth (BW).

In [3],[4], an innovative radar prototype has been presented and successfully tested for the first time, both in maritime and in air monitoring scenarios. The peculiarity of this radar is that the signal generation, distribution and processing are based on photonics, and this approach guarantees an unprecedented frequency flexibility and phase noise stability. Additionally, the radar signal distribution through optical fibers assures high-quality and high-coherence, as well as large BW connectivity between the radars. Therefore, photonics can become an enabling technology for the realization of MIMO radar networks with widely distributed antennas. In fact, a distributed coherent photonic radar network can be imagined being composed of a central photonic core, capable to distribute optical signals via optical fiber to multiple antennas, where a conversion from optical to RF domain is operated before the RF front end. Conversely, the RF echoes received from the targets are locally converted at the antennas from the RF to the photonics domain, and sent back to the central processing core for processing. Recently, in [5] the first photonic MIMO radar has been tested in a controlled environment with a signal having a BW of 4 GHz in the K-band. Thanks to the MIMO processing, it has been possible locate targets with a precision of 1.5 cm.

Exploiting the design indications emerged from the analysis described in [6], in this paper we report on the first coherent photonics-based MIMO radar network tested in a real out-door scenario. The implemented MIMO radar network is composed of two transmitters and two receivers connected to a photonic core through optical fibers. The experiment is carried out adopting setup parameters suitable for coastal surveillance application. In particular, a 100 MHz BW chirp signal in X-band is used, while signal orthogonality between the two transmitters is achieved adopting a time domain multiplexing (TDM) approach. Although in our experiment the four antennas are distributed along a baseline of few tens
of meters, the long spools of fiber inserted in the setup emulate a baseline of about 1 km. The target, which consists in a small metallic cylinder carried by a mini-drone, is correctly detected with the expected precision, confirming the validity of the proposed architecture. Although the dataset is affected by all typical phenomena present in a real environment, the superiority of a coherent MIMO processing compared with a non-coherent processing approach is apparent. With respect to previously published fiber-distributed MIMO radars [5],[7], in this work we make use of much narrower signal BW, though achieving a fine precision thanks to the coherent MIMO processing.

This paper is organized as follows: Section II is dedicated to the description of the photonic architecture; in Section III, the algorithms adopted for the data set processing are introduced, and in Section IV the experimental setup is discussed. In Section V, the results obtained applying a non-coherent processing and a MIMO algorithm are discussed and compared. Finally, Section VI summarizes the work and draws the conclusions.

II. DEMONSTRATOR ARCHITECTURE

The demonstrator of the photonic distributed radar is composed of a photonic core, a co-located acquisition system, and two remoted radar heads (RHs). Each RH is divided into one transmitter (TX) and one receiver (RX). The architecture of the demonstrator is schematically depicted in Fig. 1.

The photonic core contains the optical master clock, implemented by a solid-state mode-locked laser (MLL), which can be considered as a multi-frequency optical oscillator. Indeed, the MLL is a pulsed laser; therefore its optical spectrum is a comb of several lines, spaced by the pulses repetition frequency, which in this case is 400 MHz. The fundamental feature of this kind of laser is the finest phase locking of the lines, which allows the generation of RF carriers with extremely low phase noise, upon the opto-electronic (O/E) conversion of the MLL laser in a photodiode [8]. This feature permits the high-quality implementation of both an RF up-conversion and an RF down-conversion. In the case of up-conversion, the radar signal digitally generated at intermediate frequency (IF) is first modulated on the MLL spectrum in an electro-optic modulator, and then up-converted to each multiple frequency of the MLL repetition rate [3],[4],[9]. The desired output RF frequency can be selected by means of a microwave filter. In the case of down-conversion, the signal at RF is similarly modulated on the MLL, and then the O/E conversion at the photodiode generates replicas of the RF signal down-converted at any multiple of the MLL repetition rate, including the IF closest to baseband [3],[11]. The large optical spectrum of the MLL ensures that these operations are highly efficient, and the wide E/O and O/E bandwidth of the available devices (respectively, modulators and photodiodes) permits the flexible management of RF signals up to several tens of GHz.

As reported in Fig. 1, the optical master clock is split into two arms. One arm is devoted to the E/O conversion of the radar waveform in transmission, and is then connected to the TXs at the RHs. The other arm instead is directly connected to the RXs in the RHs. The connections between the photonic core and the TXs and RXs at the RHs are realized through spans of single-mode fiber (SMF), represented by the coils sketched in Fig. 1. This optical distribution of the radar signals over fiber has the advantages of small propagation losses, absence of electromagnetic interference, and preservation of the signal coherence even with large BW [10].

Once the E/O converted radar waveform is delivered to a TX, this operates its opto-electric (O/E) conversion implying the up-conversion of the IF signal to the RF carrier. Here, the radar signal is generated at IF = 100 MHz, and the RF is selected at 9.7 GHz. Thus, after proper amplification and band-pass filtering, the radar signal is launched by the antenna. The employed band-pass filters (BPFs) are multi-cavity filters with a 3-dB BW of 100MHz centered at 9.7 GHz. The employed antennas at the TXs are ultra-wideband (1 – 18GHz) Vivaldi-shaped horn antennas with 50° half power beam width (HPBM) aperture and 12-dB gain. It is worth underlining the presence of an optical delay line (ODL) before the TX of RH2, to implement the TDM of the two RHs. The ODL is realized by means of a 1 km-long spool of optical fiber. Considering the SMF core refractive index and the related propagation speed of light, this corresponds to a delay $\Delta T = 5 \mu$s, which introduces a time-orthogonality between the waveforms transmitted by RH1 and RH2. The presence of the ODL also emulates the effect of placing the radar heads along a largely distributed baseline.

The RXs are equipped with antennas similar to those of the TXs, only with slightly different size, exhibiting a HPBW of 46° and 12-dB gain, operating in the frequency range 2 – 18 GHz. The detected radar echoes received by the RHs antennas are amplified, pass-band filtered and E/O converted, i.e., modulated on the MLL signal arriving from the photonic core. Then, the received signals are transmitted back to the photonic core, and re-translated into the electrical domain by O/E conversion. After this operation, the signal from each RX is low-pass filtered and fed into the acquisition system, where it is digitized by an analog-to-digital converter (ADC) at 400 MS/s, and eventually processed by the digital signal processing (DSP), which will be described in the following sections.

In our experiment, the employed radar waveform is a rectangular pulse with a duration of 100 ns and a pulse repetition interval (PRI) of 50 µs, corresponding to a pulse repetition frequency (PRF) of 20 kHz and 7.5 km of unambiguous range. The pulse frequency is linearly chirped over 100 MHz around the 9.7-GHz RF carrier, thus allowing a nominal range resolution of 1.5 m.

It is worth to underline here that exploiting a single MLL for all the operations of up- and down-conversion ensures a perfect synchronization of the RHs and maintains the coherence of the involved signals. These features are fundamental for realizing a coherent distributed radar network, and allows the implementation of a specific MIMO processing, as detailed in the following Sections.

III. PROCESSING SCHEME

The dataset acquired by deploying the photonics-based radar network setup has been processed following the general sketch proposed in [12] and [13]. Thus, signal processing can be divided into the following main sets of operations: i) signal conditioning & decentralized non-coherent processing, with the aim of a preliminary low-resolution detection of targets, and ii) centralized coherent processing, whose purpose is instead the target localization with maximum precision. In Section III-A, the signal conditioning and the decentralized non-coherent processing are presented. This latter procedure will be also referred to as “Search Mode”. In Section III-B, the centralized coherent MIMO approach is presented, which will be referred to as “Image Mode”. In both Section III-A and III-B, the processes are described in the general case of a radar network including M transmitters and N receivers.

As pointed out in [6], a MIMO coherent processing requires a heavy computational effort, therefore it is opportune to perform this kind of analysis exclusively on those areas of interest where targets have been pre-detected, as shown in Fig. 2. Limiting the size of the regions of interest, it is possible to apply MIMO coherent processing with a resolution cell size reduced to values down to the carrier wavelength, which are appropriate to resolve multiple closely-spaced targets. In case of small targets (i.e., targets smaller than the radar range resolution capability), it is possible to achieve a more precise target localization compared to standard multistatic decentralized non-coherent processing techniques.

It is worth to underline that, instead of a MIMO non-coherent approach, we have preferred a “decentralized non-coherent processing” procedure, which is described in Section III-A. This solution represents a sub-optimum variant to MIMO non-coherent processing. The received data undergo first “local” detection. Then, such local detections are fused, mimicking the output of a “decentralized” radar network. It is important to observe that, although this solution is not meant to fully exploit the photonic radar network capabilities in terms of phase coherence and centralized processing, at the actual level of system advancement, it can provide us further insights on system detection and localization capabilities, in order to better manage clutter effects while keeping the processing complexity manageable.

In Fig. 2, the different areas of interest for Search and Image modes are represented. The RHs are aligned along a straight line. As indicated, both the processing modes adopt a common two-dimensional Cartesian reference system whose center is at the centre of the array baseline, with the x-axis oriented towards the second transmitter, and the y-axis perpendicular to the ground plane. Thus, the x coordinate indicates the relative position with respect to the center of the baseline, while the y coordinate indicates the target height above the ground.

A. Search Mode: Signal conditioning & Decentralized non-coherent processing

Considering the general case of a radar network comprising M transmitters and N receivers, the photonic core shall have N ADCs digitizing the signals received by the RXs, each of these signals being the combination of the M echoes from each of the TXs, down-converted at IF. In the following, we will indicate with the subscript k,l the generic bistatic pair (also referred to as bistatic channel), i.e., the signal determined by the kth TX and lth RX, for k = 1, ..., M and l = 1, ..., N.

In the signal conditioning stage, the N digitized data streams are split into the individual bistatic channels for data processing. To maximize the signal-to-noise ratio (SNR), the M × N channels are filtered at IF and then down-converted to base-band (BB). Pulse compression (i.e., matched filtering) is performed on the linearly chirped received pulsed signals. Finally, Doppler processing is applied, and each TX/RX channel undergoes moving target indicator (MTI) filtering for stationary clutter cancellation. For the sake of brevity, we omit to detail these operations, that can be found in [12].

A cell-averaging constant false alarm rate (CA-CFAR) detection strategy is applied to the output of the MTI filter [12], [14], [15]. Let us denote respectively with r_k the...
generic delay and Doppler frequency indices of the cell-under-test (CUT). Data samples from the CUT, namely the $Y_{ij}$ detection statistic, are compared against a proper detection threshold $\Lambda_{ij}$, computed from a finite reference window surrounding the CUT, with dimensions $K_t$ and $K_f$ along delay and Doppler frequency, respectively. In addition, in the same way $N_{G_t}$, $N_{G_f}$ guard cells chosen adjacent to the CUT are not considered in the threshold calculation. This is done to reduce the so-called “target-masking” issue, i.e., the possible leaking of target sidelobes into training cells. Thus, the number of useful delay-Doppler frequency training cells is $K = (K_t + N_{G_t} + 1) \times (K_f + N_{G_f} + 1)$. Finally, the statistic is compared with the threshold such that:

$$Y_{ij} = \begin{cases} P_{k_{ij}}(t_j, f_j) > \Lambda_{ij} & \text{if } H_1 \text{ is true} \\ < \Lambda_{ij} & \text{if } H_0 \text{ is true} \end{cases}$$

(1)

where $H_1$ and $H_0$ are the “target present” and “target absent” hypotheses, respectively, while $P_{k_{ij}}(t_j, f_j)$ is the complex bistatic power spectral density (PSD). The detection threshold $\Lambda_{ij} = T_{Ca} \cdot Z_{ij}$ is given by the product of a deterministic constant scale factor $T_{Ca}$, which depends on the desired constant false alarm probability $P_{FA}$, and the noise power estimate $Z_{ij}$ [12]. Then, the time delays corresponding to all the positive detections are transformed into Cartesian coordinates defining the target positions, which translate into isorange areas defined by ellipsoidal crowns [13], [16].

When individual bistatic range values are recorded, a common method to estimate target position is “multilateration” [13]. Given a single target illuminated by all the $M \times N$ bistatic radar pairs, the area of intersection common to the set of decentralized range measurements represents the “uncertainty” region in which the target could possibly be. An “AND” decision rule (i.e., a target is declared present when it is correctly detected by all the transmitted and received signal) is the time delay only on the location ($x, y$) in the Cartesian plane of the target and on the $k^{th}$ transmitter and $l^{th}$ receiver. If we consider also amplitude and phase noise contributions, eq. (2) can be recast as follows:

$$r_k(t) = a \cdot s_k \left( t - \tau_{k}(x, y) \right) + n_{k}(t)$$

(3)

where $n_{k}(t)$ represents the noise term and, which is generally modelled as an additive white Gaussian noise. The mean of $\hat{\theta}$ (i.e., the angular jitter obtained integrating the phase noise introduced by the oscillator on the spectral window of interest). If the angular jitter is below the 0.1 rad limit, the phase noise influence on the received signal is negligible. Therefore, the following log-likelihood function suitable for a MIMO approach can be adopted:

$$\ln[l_{P_{k_{ij}}}(t)|(x, y)] = c \cdot \sum_{i=1}^{M} \sum_{j=1}^{N} e^{-2 \pi f_c \tau_{k_{ij}}(x, y)}. \quad (4)$$

According to eq. (4), for each possible target location with coordinates $(x, y)$ the decision statistic is computed determining for all the $M$ transmitters and $N$ receivers the correlation between the received and transmitted signal at baseband. Moreover, a phase term compensates the phase shift due to the time delay $\tau_{k_{ij}}(x, y)$ and to the considered transmitter-receiver pair. After re-phasing each term, all $M \times N$ correlation contributes are summed together coherently. For further details (i.e., for constants $c'$ and $c''$), see eq. 6 in [18].

It is worth to note that, if the received signal suffers a non-negligible random phase shift (e.g., in the case of a different system architecture with multiple oscillators, or of an oscillator with worse characteristics in terms of PN), the sum in eq. (4) cannot be maximized through compensation of the phase shift due to the time delay $\tau_{k_{ij}}$. Indeed, in such an unfavorable condition vector re-phasing would be useless and a non-coherent processing is the only option.

### IV. EXPERIMENTAL SETUP

The proposed coherent radar system is tested in an outdoor, open-field scenario, organized on the rooftop of our lab. The coherent photonic radar network is deployed, as
depicted in Fig. 2, with the RX and TX antennas aligned over a 21 m-long baseline. These are oriented upwards, in order to mitigate clutter and multipath returns due to surrounding structures, buildings and vegetation. The antennas are tilted to ensure the simultaneous illumination of the target. The target is a cylinder made of a tight-mesh metal net, hanging from a small drone moving along the baseline. The target height H is always kept between 15 and 20 m, i.e., where the antenna radiation patterns surely overlap. The drone movements are witnessed by the velocity of the target extracted thanks to the Doppler effect. The output power from each antenna is 20 dBm (i.e., 100 mW). Fig. 3 shows a picture taken during the measurement campaign.

V. RESULTS

In this Section, the target detection and localization capabilities of the photonics-based coherent radar network are presented and discussed. It is worth to remark that the two proposed processing modes are not alternative; the “Search Mode” is preparatory to the application of the “Image Mode”, which is intended to provide superior target localization.

A. Search Mode: Decentralized non-coherent processing

The signals from the two RXs are acquired by the ADCs at 400 MS/s. Each stream is filtered with an ideal BPF having a BW of 100 MHz centred at the IF of 100 MHz. Then, the signal is down-converted to BB and the 4 channels are extracted (2 for each RX). Range-Doppler PSD is evaluated on a 25-ms observation time, corresponding to 500 PRIs.

In Fig. 4 (top), the range/radial speed PSD is depicted for the channel TX1-RX1. The graph shows a strong stationary clutter, which can anyway be suppressed removing the zero Doppler frequency. Besides this, the target is clearly visible at about 18 m with a radial speed slightly less than 1 m/s. The associated radial speed components extending between -5 m/s and 5 m/s are probably due to the rotating movement of the drone propellers. Unfortunately, another moving object in the scene is also detected at approximately 40 m, which is probably a metal structure (e.g., a vertical pole or a large metal panel) present on the rooftop and moved by the wind.

After MTI filtering, CA-CFAR detection is applied to the PSDs at each channel, with the following parameters: $K_s = 16$, $K_f = 8$, $P_{fa} = 10^{-5}$, where $K_s$ and $K_f$ are the number of training cells along range (i.e. retrieved from the delay) and radial speed (i.e. retrieved from the Doppler frequency), respectively, while the number of guard cells remains unvaried on both dimensions ($N_{g,r} = N_{g,f} = 4$). In Fig. 4 (bottom), the detection map after CA-CFAR is shown. The detector identifies the target correctly with an ambiguity of about 2 m (bi-static target range 16.5 m ÷ 18.75 m) and also detects the moving object present in the scene at approximately 40 m.

Combining the detection maps for all the channels, it is possible to evaluate the range/cross-range cumulative detection map, as depicted in Fig. 5, in which the ellipsoidal crowns represent the isorange regions of positive detections at each channel. The region where all isorange ellipses overlap extends for about 3x3 m around the central point T of coordinates (-12 m, 16.5 m). After the data acquisition, the Global Positioning System (GPS) data are extracted from the drone log-file. They are reported in Fig. 5 as red circles, showing that the area of intersection is compatible with the actual target position.

B. Image Mode: Coherent MIMO processing

The non-coherent search mode procedure has spotted the target in an area centred in T with an ambiguity of 3 m in range and 3 m in cross-range. Therefore, Image Mode can focus on a slightly larger area of 5 m x 5 m with centre in T. In order to limit the noise and interferences for each channel, the same signal conditioning/pre-processing used in Search Mode has been implemented here as well, except Doppler processing and MTI filtering. Then, the decision statistic in Eq. (4) has been calculated on 161x16 samples spaced by one wavelength in cross-range and ten wavelengths in range. In Fig. 6 (top), the range/cross-range map (ambiguity function) is shown. Applying a detection threshold on the ambiguity function, as it is evident in Fig. 6 (bottom), the target is correctly detected in an area lying between [-1.5 m, -1 m] in range and [-0.5 m, 0 m] in cross-range, corresponding in the 2-D reference system of Fig. 5 to an area between [15 m, 15.5 m] in height (y-axis), and [-12.5 m, -12m] along the baseline (x-axis). It is worth underlining that the metallic cylinder used as the target had a radius of 10 cm and a length of 30 cm approximately. This can explain the detection of 2 points spaced 30 cm in cross-range. The high level of the detection side lobes in Fig. 6 (top) is due to the small MIMO configuration (only 2x2) used in the experiment: a larger number of TXs and RXs would significantly reduce them.

After MTI filtering, CA-CFAR detection is applied to the PSDs at each channel, with the following parameters: $K_s = 16$, $K_f = 8$, $P_{fa} = 10^{-5}$, where $K_s$ and $K_f$ are the number of training cells along range (i.e. retrieved from the delay) and radial speed (i.e. retrieved from the Doppler frequency), respectively, while the number of guard cells remains unvaried on both dimensions ($N_{g,r} = N_{g,f} = 4$). In Fig. 4 (bottom), the detection map after CA-CFAR is shown. The detector identifies the target correctly with an ambiguity of about 2 m (bi-static target range 16.5 m ÷ 18.75 m) and also detects the moving object present in the scene at approximately 40 m.

Combining the detection maps for all the channels, it is possible to evaluate the range/cross-range cumulative detection map, as depicted in Fig. 5, in which the ellipsoidal crowns represent the isorange regions of positive detections at each channel. The region where all isorange ellipses overlap extends for about 3x3 m around the central point T of coordinates (-12 m, 16.5 m). After the data acquisition, the Global Positioning System (GPS) data are extracted from the drone log-file. They are reported in Fig. 5 as red circles, showing that the area of intersection is compatible with the actual target position.

B. Image Mode: Coherent MIMO processing

The non-coherent search mode procedure has spotted the target in an area centred in T with an ambiguity of 3 m in range and 3 m in cross-range. Therefore, Image Mode can focus on a slightly larger area of 5 m x 5 m with centre in T. In order to limit the noise and interferences for each channel, the same signal conditioning/pre-processing used in Search Mode has been implemented here as well, except Doppler processing and MTI filtering. Then, the decision statistic in Eq. (4) has been calculated on 161x16 samples spaced by one wavelength in cross-range and ten wavelengths in range. In Fig. 6 (top), the range/cross-range map (ambiguity function) is shown. Applying a detection threshold on the ambiguity function, as it is evident in Fig. 6 (bottom), the target is correctly detected in an area lying between [-1.5 m, -1 m] in range and [-0.5 m, 0 m] in cross-range, corresponding in the 2-D reference system of Fig. 5 to an area between [15 m, 15.5 m] in height (y-axis), and [-12.5 m, -12m] along the baseline (x-axis). It is worth underlining that the metallic cylinder used as the target had a radius of 10 cm and a length of 30 cm approximately. This can explain the detection of 2 points spaced 30 cm in cross-range. The high level of the detection side lobes in Fig. 6 (top) is due to the small MIMO configuration (only 2x2) used in the experiment: a larger number of TXs and RXs would significantly reduce them.

After MTI filtering, CA-CFAR detection is applied to the PSDs at each channel, with the following parameters: $K_s = 16$, $K_f = 8$, $P_{fa} = 10^{-5}$, where $K_s$ and $K_f$ are the number of training cells along range (i.e. retrieved from the delay) and radial speed (i.e. retrieved from the Doppler frequency), respectively, while the number of guard cells remains unvaried on both dimensions ($N_{g,r} = N_{g,f} = 4$). In Fig. 4 (bottom), the detection map after CA-CFAR is shown. The detector identifies the target correctly with an ambiguity of about 2 m (bi-static target range 16.5 m ÷ 18.75 m) and also detects the moving object present in the scene at approximately 40 m.

Combining the detection maps for all the channels, it is possible to evaluate the range/cross-range cumulative detection map, as depicted in Fig. 5, in which the ellipsoidal crowns represent the isorange regions of positive detections at each channel. The region where all isorange ellipses overlap extends for about 3x3 m around the central point T of coordinates (-12 m, 16.5 m). After the data acquisition, the Global Positioning System (GPS) data are extracted from the drone log-file. They are reported in Fig. 5 as red circles, showing that the area of intersection is compatible with the actual target position.

B. Image Mode: Coherent MIMO processing

The non-coherent search mode procedure has spotted the target in an area centred in T with an ambiguity of 3 m in range and 3 m in cross-range. Therefore, Image Mode can focus on a slightly larger area of 5 m x 5 m with centre in T. In order to limit the noise and interferences for each channel, the same signal conditioning/pre-processing used in Search Mode has been implemented here as well, except Doppler processing and MTI filtering. Then, the decision statistic in Eq. (4) has been calculated on 161x16 samples spaced by one wavelength in cross-range and ten wavelengths in range. In Fig. 6 (top), the range/cross-range map (ambiguity function) is shown. Applying a detection threshold on the ambiguity function, as it is evident in Fig. 6 (bottom), the target is correctly detected in an area lying between [-1.5 m, -1 m] in range and [-0.5 m, 0 m] in cross-range, corresponding in the 2-D reference system of Fig. 5 to an area between [15 m, 15.5 m] in height (y-axis), and [-12.5 m, -12m] along the baseline (x-axis). It is worth underlining that the metallic cylinder used as the target had a radius of 10 cm and a length of 30 cm approximately. This can explain the detection of 2 points spaced 30 cm in cross-range. The high level of the detection side lobes in Fig. 6 (top) is due to the small MIMO configuration (only 2x2) used in the experiment: a larger number of TXs and RXs would significantly reduce them.
The reported experiment is realized with a scaled-down geometry, therefore the distance between the four antennas would allow an easier configuration based on a central node for data fusion. However, the presence of a long spool of fiber (the ODL in Fig. 1) emulates a distance of 1 km between the RHs, justifying the analysis as a distributed radar network. Moreover, in such a largely distributed scenario, considering a standard multistatic system where each node performs a local processing and then sends its map to a master node, only 2 channels would be exploited for detection. Therefore, the result from the Image Mode should be compared with the equivalent multistatic configuration, rather than with the outcome of the Search Mode. This means that only the 2 bistatic radar combinations formed by TX1-RX1 and TX2-RX2 would be processed locally by RH1 and RH2, and then sent to a central core for data fusion. Consequently, the multilateration data fusion would have only 2 channels instead of 4, resulting in a detection ambiguity higher than the one obtained with our non-coherent Search Mode, deriving from the interception of only two elliptical crowns.

Therefore, given the reduced MIMO configuration and the non-idealities introduced by the real environment such as clutter, interferences and target RCS fluctuations, the result obtained in terms of ambiguity reduction is remarkable.

VI. CONCLUSIONS

In this paper, for the first time to our knowledge, a photonics-based 2x2 MIMO radar network has been tested in a real environment in presence of clutter, interfering signals and other phenomena that impact on the detection, including fluctuating RCS and multipath fading. By means of a standard radar processing technique, the target has been correctly detected in Search Mode with a precision of 2 m in both range and cross-range. Then, implementing an Image Mode based on a coherent MIMO processing, the detection precision has been increased by a factor 20, reaching approximately 10 cm in both dimensions.

The results obtained in this MIMO coherent radar network experiment confirm that photonics is an enabling technology for MIMO radar networks with widely separated antennas. The unsolved issues of the RF domain, such as the signal distribution and distortion on long distances, are straightforwardly solved in the optical domain, and the orthogonality between the transmitted signals can be easily achieved by means of time multiplexing.

The ambition of this scaled-down experiment is mainly to demonstrate the feasibility of the distributed coherent MIMO approach based on photonics. Additional field trials are planned, using more transmitters and receivers and with multiple targets, to further prove the resolution capability of such radar network with widely separated antennas.
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