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Abstract
Drone technology is advancing rapidly and represents significant benefits during firefighting operations. This paper presents a
novel approach for autonomous firefighting missions for Unmanned Aerial Vehicles (UAVs). The proposed UAV framework
consists of a local planner module that finds an obstacle-free path to guide the vehicle toward a target zone. After detecting the
target point, the UAV plans an optimal trajectory to perform a precision ballistic launch of an extinguishing ball, exploiting
its kinematics. The generated trajectory minimises the overall traversal time and the final state error while respecting UAV
dynamic limits. The performance of the proposed system is evaluated both in simulations and real tests with randomly
positioned obstacles and target locations. The proposed framework has been employed in the 2022 UAV Competition of the
International Conference on Unmanned Aircraft Systems (ICUAS), where it successfully completed the mission in several
runs of increasing difficulty, both in simulation and in real scenarios, achieving third place overall. A video attachment to this
paper is available on the website https://www.youtube.com/watch?v=_hdxX2xXkVQ.

Keywords Obstacle avoidance · Trajectory planning · Optimal path · Payload delivery · UAV · Firefighting · ICUAS 22 ·
Competition

1 Introduction

Robotic technology has recently been used in numerous
civil applications, including search and rescue and firefight-
ing operations [1, 2]. Several factors contribute to more
than 50% of firefighter deaths, including smoke inhalation,
overexertion, stress, fire explosion, or even being trapped
by constrained passages [3]. Nowadays, the development
of autonomous systems for emergency situations becomes

Michael Mugnai and Massimo Teppati Losè contributed equally to this
work

B Massimo Teppati Losè
massimo.teppatilose@santannapisa.it

Michael Mugnai
michael.mugnai@santannapisa.it

Massimo Satler
massimo.satler@santannapisa.it

Carlo Alberto Avizzano
carloalberto.avizzano@santannapisa.it

1 Department of Excellence in Robotics and A.I., Scuola
Superiore Sant’Anna, Perceptual Robotics Laboratory at the
Institute of Mechanical Intelligence, Pisa 56100, Italy

a key element in reducing response time, increasing safety
for people, assets and rescuers, improving fire repression’s
effectiveness and reducing intervention costs.

Unmanned Ground Vehicles (UGV) systems can coop-
erate for environment monitoring and object detection to
support the work of firefighters [4]. The mobility of this
type of robot represents a limitation for extinguishing fires
in high-rise buildings where the fire spot location is diffi-
cult to detect and interact with from the ground. The small
size and high maneuverability of Unmanned Aerial Vehicles
(UAVs) allow flying autonomously in difficult-to-reach and
hazardous complex environments. This is a key element in
the support for fire-extinguishing operations and monitor-
ing tasks from a raised and obstacle-free point of view. In
addition, these aerial vehicles can perform extinguish oper-
ations in high-rise buildings, overcoming the constraints of
the actual fire trucks and their working place limits [5].

Existing approaches in firefighting UAV focus on inte-
grating semi-autonomous platforms into firefighting human
teams [6, 7], where teleoperated aerial systems, equipped
with localization and local sensing modules, simplify the
pilot intervention in remote environments. Recent studies
[8] propose human-drone interaction strategies based on the
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communication between the firefighting team and the UAV
through a set of gestures in order to achieve specific tasks.
This innovative research opens the space for the develop-
ment of aerial systems capable of completing individual
firefighting tasks completely autonomously that still main-
tain a degree of control by the operator.

Robotics competitions encourage the development of
autonomous and innovative solutions for various firefight-
ing problems. The recent emergence of these competitions is
trying to advance the state of the art about motion planning,
exploration, fire detection and extinguishing action in urban
firefighting scenarios by providing near to real-world testing
environments and bench-marking [9]. During the Fire Chal-
lenge of the MBZIRC 2020 competition1 participants had
to autonomously detect, approach and extinguish a series of
simulated and real fires in an urban building, by employing
a collaborative team of 3 UAVs and one UGV. The most
common approach for the task of fire extinguishing inside a
building was performed by a UAV equipped with a water bag
and a pump [10, 11]. Recent studies [12] investigated the use
of fire extinguishing balls for building fires and wildfires and
discussed the efficiency of a swarm of drones dropping the
balls to optimal points to control fires.

Concerning the water-pump mechanism mounted in a
UAV, the ballistic release of an extinguishing ball through
an open window can bring advantages to help control the
spread and get the flames to a more manageable level. Once
the UAV locates where the target is, a ballistic launch is per-
formed by identifying the launch position and driving the
UAV toward it with prescribed velocities and acceleration.
This allows the deployment of extinguishing balls not just
in vertical descending directions from the UAV but to a cer-
tain degree, even in the forward direction, as in the example
scenario in Fig. 1. The motion of the UAV must ensure a
certain degree of precision in the delivery of the payload
and perform safe trajectories without harming the drone. The
drone’s payload can be considerably reduced with respect to
water-pump mechanisms, and the release mechanism can be
more straightforward, e.g. using amagnet. On the other hand,
the release of a ball toward the detected target can be more
complex in confined spaces, especially if the extinguishing
agent cannot be released from above. In such cases, the aerial
vehicle must plan an aggressive manoeuvre to execute the
precision ballistic launch of the ball while avoiding collision
with the surroundings. Table 1 summarizes the main charac-
teristics of other state of the art designs and implementations
of unmanned aerial vehicles for autonomous firefighting
missions.

This paper proposes collision avoidance and payload
delivery modules for an autonomous fire drone system to
extinguish high-rise building fires in complex urban scenar-

1 http://www.mbzirc.com/

Fig. 1 TheUAV is performing an aggressive trajectory to deliver the fire
extinguish ball in a high-rise building. An efficient trajectory planner
allows the UAV to launch autonomously the ball toward the frontal
targets, releasing the payload with a simple magnetic mechanism and
without colliding with obstacles

ios. A vision-based UAV framework that can navigate and
reactively avoid obstacles with limited onboard computing
resources in an unknown environment is proposed and tested
both in simulation and in a real scenario. Starting from no
knowledge of its surroundings, the UAV has to first navigate
through an unknown, obstacle-dense, environment, employ-
ing only onboard sensors and the target zone direction as
information. When the area of interest has been reached, the
UAV localizes the spot target and plans the optimal trajec-
tory to follow for the precise ballistic launch of the ball to the
target, minimising metrics of interest such as overall mission
time, overall accelerations while observing dynamics limits
such as maximum velocities, accelerations and obstacle-free
space.

This research work was motivated by the participation of
authors team, SantDrone, in the 2022 UAV Competition of
International Conference on Unmanned Aircraft Systems2

(ICUAS’22), aimed at fire fighting challenges in urban sce-
narios.

The remaining of the paper is organized as follows:
Section 2 describes the inspected problem and gives details
about the competition scenario and the UAV characteristics.
Section 3 provides a brief overview of related state-of-the-art
methods useful to tackle the case study.

Section 4 presents the proposed solution highlighting the
two main components, i.e. the Reactive Local Planner and
the Trajectory Planner and Payload delivery. The former is
employed for obstacle avoidance, whereas the latter is used
to generate optimal paths able to achieve ballistic launches.
Finally, Section 5 shows the result starting from an in-depth
study of each method in many simulation cases and then
going further in real environment experiments. Section 6
summarises the overall contribution.

2 http://www.uasconferences.com/2022_icuas/uav-competition/
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Table 1 Characteristics comparison of current solutions of firefighting UAVs

Extinguish system Localization system Obstacle detection system

Spurny et al. [10] Water sprayer from inside Visual-Inertial Odometry + GPS + 2D LiDAR 2D LiDAR + Stereo Camera

Qin et al. [13] Water storage tank RTK GPS −
Ours Extinguish ball launch Motion capture Stereo Camera

2 Problem Statement

The 2022 UAV Competition of the International Confer-
ence on Unmanned Aircraft Systems (ICUAS 22) focuses
on pushing the limits of autonomous quadrotor platforms
for firefighting missions. The challenge is divided into
two phases: during the qualification phase, each competitor
develops and tests its solution in a simulation environment.
The five teams that complete the mission with the overall
biggest score can access live trials in an indoor arena at the
conference venue. The scoring considers both the overall
mission time and the precision of the delivery, expressed as
the minimum distance achieved between the marker and the
ball during its launch.

In both phases, the arena is divided into 3 zones as shown
in Fig. 2 whose bounding boxes are provided to participants.
To successfully complete the mission, the UAV needs to per-
form the following three tasks in a row:

• Obstacle Avoidance: the UAV spawns at a random posi-
tion in Zone 1 (obstacle-free) and has to find a way to
cross Zone 2, which contains static obstacles, in order to
reach Zone 3. There is no prior information about obsta-
cles locations or shapes.

Fig. 2 Top view of the simulation scenario with the highlighted zones:
zone 1 (green), zone 2 (red) and zone 3 (blue). The quadrotor, with a ball
attached to its bottom through a magnet, starts from the left side, has to
cross the centre part (that contains obstacles) and has to find the target;
then it has to perform a ballistic launch of the ball over the detected
point

• Target detection: after theUAVpasses the 2nd Zone it will
need to search in the area of Zone 3 for the target (“fire”),
labeled with an Alvar tag. The area is clear of obstacles,
except for the boundaries of the arena itself. Once the
search in 3D space is completed and the target has been
found, its 3D position will need to be reconstructed in the
global coordinate frame.

• Precision delivery: once the UAV knows the target posi-
tion, it needs to plan and execute a ballistic launch
trajectory to deliver the fire-extinguishing ball to the tar-
get. While performing the deliver trajectory, the UAV
shouldn’t collide with the environment boundary (walls
and ceiling) of the arena. The trajectory planning takes
into account the platform constraint such as UAVdynam-
ics and space limits. The fire extinguishing ball release
mechanism is performed using magnets.

The drone must conduct the entire mission without any
human intervention. The solution must ensure that the UAV
maintains a certain safety margin for every obstacle in the
arena, established by the judges.

2.1 Quadrotor Characteristics

The organizers provided the UAV platform and the teams
were not allowed to make any hardware modifications. The
quadrotor, as shown in Fig. 3a–b, is based on the Hammer
Geo RTF by Kopterworx. It is controlled by a Cube Orange
Pixhawk flight controller, interfaced with sensors and actu-
ators through a Kore Multi-Rotor Carrier Board. It carries
an i7 Intel NUC single-board computer that is connected to
the flight controller viaMavlink protocol. The entire solution
algorithms run onboard the NUC, while the localization of
the quadrotor is provided from a motion capture system. An
Intel RGBD camera D435 is mounted forward-facing on the
UAV with a horizontal field of view (FOV) of 87◦, vertical
FOVof 59◦ and a depth range that spans from0.3m to 3m.An
Arduino Nano board, mounted on the bottom of the vehicle,
handles the payload release for the third task.

The teams had to develop a solution to successfully com-
plete the entire mission in the shortest time and without any
crush on the obstacles. The overall score takes into account
the mission time and the precision of the delivery, in terms
of the minimum distance achieved between the ball and the
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Fig. 3 On the left the quadrotor
model used in simulation, on the
right the real world multi-copter

target. Any collision makes the entire run invalid. The devel-
oped solutionsmust adapt to the low-level control framework
provided by the organisers.

3 RelatedWorks

From the separate study of the three tasks of the competition,
it is possible to analyze different state-of-the-art approaches
to develop feasible methods enough lightweight to be run
onboard a low-budget UAV.

In the literature, different techniques for UAV navigation
in unknown environments purely employ onboard sensing
and computation. UAVs can estimate the 3D map online, i.e.
as the vehicle proceeds in itsmission, with SLAMalgorithms
and let the global planner compute the collision-free path
from the current position to an arbitrary goal [14]. Recent
works [15] integrate an efficient object-oriented exploration
to the mapping strategy to minimize the time spent on the
target localization while avoiding obstacles. Loquercio et al.
[16] propose a novel approach based on imitation learning to
compute high-speed trajectories in unknown complex envi-
ronments without building the map. The method enables fast
reaction times as information about the environment becomes
available, according to the range limitation of the depth cam-
era. UAVs can also learn movement policy based on deep
reinforcement learning using RGB data [17]. These meth-
ods need an onboard GPU to perform run-time inference.
Several authors propose other real-time obstacle avoidance
algorithms computationally efficient enough to run onboard
a small-scale quadrotor with limited CPU resources, most
notably Vannese et al. [18] and Baumann [19] have made
significant improvements to Vector Field Histogram algo-
rithm [20], extending the method for 3D densely-populated
obstacle courses.

On the ballistic launch side instead, the literature relies
on Time Optimal Path Parametrization (TOPP) techniques,
where the problem is formulated as the search for the fastest
way to traverse the admissible space while respecting system

constraints. Methods can rely on Numerical Integration [21],
Convex Optimization [22] and Reachability Analysis [23].
Numerical Integration algorithms are based on Pontryagin’s
Maximum Principle, which states that the time-optimal path
parameterization consists of alternatively maximally accel-
erating and decelerating segments. This principle leads to
fast implementations, since optimal controls can be explicitly
computed, while they are searched during Convex Optimi-
sation approaches. However, methods based on Numerical
Integration fail to find feasible solutions as the number of
constraints increases. Reachability Analysis instead stud-
ies feasible velocities that can be achieved while crossing a
computed grid of intermediate points and then select the con-
trol sequence that maximises velocity, therefore minimising
traversal time. The final state defines the launch parameters
for the extinguishing ball, therefore it is constrained to the
desired values chosen as in Section 4.2.1.

4 Methods

In this section, the core modules are described. Section 4.1
describes the obstacle avoidance system and its integration in
the waypoint global planning structure. The optimal trajec-
tory planning module, implemented both for the waypoint
planning and the payload delivery procedure, is described
in Section 4.2. The flow between each of this modules is
exposed in Section 4.3, together with the useful data that is
shared between modules.

4.1 Reactive Local Planner

The implemented obstacle avoidance algorithm, based on
the 3DVFH+ algorithm [18, 19], is purely local and reactive,
whichmeans that the algorithm has only access to the sensors
data of the current time step to compute obstacle avoidance
maneuvers, without the need to build a global map of the
environment. The algorithmalso stores information about the
obstacles seen in previous time steps, contrasting problems
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related to the limitation of the horizontal field of view of the
depth camera. The developed local planner for the first phase
is composed of the obstacle avoidance system and the pure
pursuit waypoint follower [24].

4.1.1 Obstacle Avoidance Module

In several steps, the obstacle avoidance system processes the
obstacles information and the current position and orienta-
tion of the UAV to compute an obstacle-free direction. First,
the 3D point cloud generated by the RGBD sensor is con-
verted into a 2D primary polar histogram through spherical
coordinates. Each histogram cell is identified by azimuth and
elevation angles and holds the number of points in the cor-
responding sector with the desired angular resolution α. The
memory strategy keeps track of previously seen obstacles
by propagating the previous polar histogram to the current
drone location and by building the memory histogram. Both
the current and the memory histogram are combined into a
final histogram based on the number of past time steps in
which the cells of the memory histogram were updated.

Each occupied cell (i, j) is enlarged by γi, j angle to take
into account the robot size in the local planner algorithm.
Given the radius rr of the circumference that encloses the
robot geometry, an additional safety margin rs and the dis-
tance di, j of each occupied cell, the enlargement angle

γi, j =
⌊
1

α
arcsin

(
rr + rs
di, j

)⌋
(1)

is computed for each occupied cell.
In the last step, the collision-free direction is selected

among all the possible free cells of the final polar histogram
within the sensor FOV. The cost function evaluates all the
candidate directions according to Eq. 2 as proposed in [18],
and the onewith the lowest cost is chosen as the optimal direc-

tion in that time step. At the current time step k the algorithm
considers a possible candidate direction δi (k) among the set
of free-obstacle directions �(k), the target direction δT (k),
the previously selected direction δ̄(k−1) and the current yaw
angle θ(k) of the UAV. All these elements compose the cost
function

J (k) = μ1 |δi (k) − δT (k)| + μ2

∣∣∣∣δi (k) − θ(k)

α

∣∣∣∣
+μ3

∣∣δi (k) − δ̄(k − 1)
∣∣ (2)

that is minimized to compute the optimal direction in the
current time step k

δ̄ = arg min
δi∈�

J . (3)

Once an appropriate angular resolution α is chosen, the
number of cells in which to evaluate the cost function is
limited, therefore theminimisation problem can be solved by
just computing each possible value and selecting the optimal
direction as that one that achieves the lowest cost value.

Theweightsμi are used towhich of the three contributions
has a larger impact on the final path shape: μ1 defines a
more goal-oriented robot’s behavior, while μ2 and μ3 make
the UAV keep the current direction, generating a smoother
trajectory.

Figure 4 shows the result of the 3DVFH+ algorithm in
a generic time step when the drone detects two obstacles,
encoded with orange cells. The additionally selected cells
due to safetymargin aremarked in blue. The resulting desired
direction δ̄ is represented by the green dashed line and the
Pure Pursuit algorithm employs it as the chosen direction of
motion, as it is described in Section 4.1.2.

Fig. 4 3D and 2D polar
histograms with occupied cells
are highlighted in the orange
colour band (intensity depends
on the distance). The magenta
square indicates the desired
direction related to the target
waypoint, while the green
square indicates the direction
selected by the algorithm
through cost function
minimization
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Fig. 5 General scheme of the implemented local planner for the first
phase competition. The look-ahead point from Purse Pursuit, the point
cloud data and the UAV pose are the inputs of the local planner. It com-

putes the obstacle-free direction and the yaw angle for a collision-free
flight to send to the flight controller for waypoint guidance

4.1.2 Local Planner Structure

The aim of the local planner module is to let the UAV pass
the cluttered zone (zone 2 in Fig. 2) avoiding obstacles and
maintaining a safety margin distance with both them and
the walls. The goal position is chosen based on the spawn
location of the drone so that the target waypoint is set to the
coordinates in front of the drone on the border between zone
3 and zone 2 (see Fig. 2).

The path-tracking method of the local planner is based on
the Pure Pursuit algorithm. Given the desired waypoint, the
position and the yaw angle of the UAV, the algorithm com-
putes the desired look-ahead point. 3DVFH+ corrects this
reference to avoid obstacles. The result from the 3DVFH+
algorithm is a unit vector versor expressed in the local coor-
dinate frame of the quadrotor. It is multiplied by a tunable
constant called Obstacle Avoidance Look-ahead Distance
KLD and then added to the current UAV position to com-
pute the desired position in the global frame. The magnitude
of KLD determines how fast the drone avoids obstacles: a
greater look-ahead distance allows the drone to fly faster
with a greater risk of colliding with an obstacle; lower values
result in slower flights, but the quadrotor has a lower risk
of colliding with an obstacle. The complete structure of the
local planner is shown in Fig. 5.

4.2 Optimal Trajectory Planner for Payload Delivery

A simple free-fall problem is formulated to define the release
condition for the ball and let it intercept the target point.
The chosen UAV state, i.e. the center of mass position and
velocity, is imposed as the final state of the trajectory that
is generated for the delivery task. The problem considers

both the overall traversal time and the position, velocity and
acceleration limits of the UAV.

4.2.1 Launch Parameters

Ball’s position and velocity at the time instant in which the
release command is issued are the initial condition, pr ∈ R

3

and vr ∈ R
3 respectively, for the evolution

p(t) = pr + vr t + 1

2
gt2, (4)

where g is the gravity acceleration vector that the ball is
subject to, as shown in Fig. 6.

Ball spin and air drag are not considered in this work,
since the former is not controlled by the simple release of the
magnet, and the latter is an effect not considered in the simu-
lator offered by the organization of the competition. Once the
desired collision point c ∈ R

3 is defined, the release position
pr is imposed relatively to the collision point (in the proposed
work, it is 1.5 m higher and 1 m in front of the target). The
release velocity vr must have its unit vector parallel with the
vertical plane where pr and the marker position lies. For hor-
izontal velocities, is trivial to demonstrate that the collision
time can be computed as T f = √

2h/g, therefore the module
of vr can be directly computed from Eq. 4. The obtained val-
ues for pr and vr are imposed as the final state for the launch
trajectory, defined in the next subsections.

4.2.2 Trajectory Formulation

Desired trajectories in the d-dimensional space can be
encoded by continuous curves C defined through splines,
i.e. parametric curves defined with local support functions.
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Fig. 6 Ball launch trajectory, from the release point pr to the marker
position, with initial velocity vr and subject to the gravitational accel-
eration vector g

Summarizing [25], any parametric curve of degree p can be
expressed as

C(u) =
n∑

i=0

Ni,p(u)Qi , (5)

where the free parameter u ∈ [0, 1) identifies each point
that belongs to the curve through the combination of basis
functions Ni,p(u) applied over control points Qi ∈ R

d , ∀i =
0, . . . , n.

Basis functions have local support, implying that any
alteration on the control polygon Q = [Q0, . . . , Qn], i.e.
the organized set of control points, affects only a section
of the curve shape and not its entirety. Indeed, it can be
proven that any generic point of the curve is influenced by
at most p + 1 basis functions. These influence intervals are
defined through the segmentation of the curve parameter u
along its feasible set. This partitioning is called knot vector
U = [u0, . . . , um], i.e. the non-decreasing set of knot points
ui , with m = n + p + 1.

The basis functions are defined recursively through the
De-Boor recursive formulation [NURBS Book25, Sec.2.1],
starting from that one with degree 0 as

Ni,0(u) =
{
1 ui ≤ u < ui+1

0 elsewhere
i ∈ [0,m − 1]. (6)

The other basis functions with degree j > 0 are defined as
linear combinations3 between two basis functions of degree
( j − 1), such as for any j ∈ [1, p],

Ni, j (u) = u − ui
ui+ j − ui

Ni, j−1(u)

+ ui+ j+1 − u

ui+ j+1 − ui+1
Ni+1, j−1(u). (7)

3 Fractions between knot points may produce 0/0. In this case their
value is assumed to be zero.

It is important to highlight that any desired derivative
of the curve C(u) can be computed without any actual dif-
ferentiation, just by employing the same basis functions in
Eqs. 6 and 7. Indeed, the generic derivative of order k (≤ p)
of the curve, that can be written as

C(k)(u) =
n∑

i=0

N (k)
i,p(u)Qi , (8)

is composed by basis functions of degree j ∈ [1, p] that are
derived k times, such as

N (k)
i, j (u) = j

ui+ j − ui
N (k−1)
i, j−1 (u)

− j

ui+ j+1 − ui+1
N (k−1)
i+1, j−1(u). (9)

It is important to notice that not only the curve C(u), but
also all its derivatives are expressed with the same set of knot
vector U and control polygon Q.

The shape of the control polygon Q therefore identifies
the resulting parametric curve and can be considered as the
entry-point of an optimisation problem that shapes the trajec-
tory while respecting constraints both on positions and any
desired derivative.

The knot vector is chosen to be formulated independently
from the control polygon, such as

(p + 1)︸ ︷︷ ︸
zeros

+ (n − p)︸ ︷︷ ︸
equispaced in (0, 1)

+ (p + 1)︸ ︷︷ ︸
ones

. (10)

The inner (n − p) terms are chosen to be equispaced
in (0, 1), but they could be instead a function of distances
between consecutive control points, since the knot vector
identifies switching points between basis functions, and than
they best perform if related to the control polygon length.
This would lead to a nonlinear dependency of the overall
spline formulation of the curve C(u) with respect to the con-
trol polygon Q, otherwise linear, therefore this option is not
followed in this paper.

The free parameter u ∈ [0, 1) is linked with the elapsed
time t , i.e. the time needed to cover the curve from the starting
point (u = 0) up to the current one, by taking into account
the release time Tr , initially unknown and therefore subject to
optimisation. Assuming a linear dependency between curve
parameter u and elapsed time t , i.e. t = Tru, the trajectory
P(t) can be written as a function of the spline curve C(u),
such as

P(t) = C(t/Tr ). (11)

Velocities V(t) assumed by the agent while performing
chosen trajectories can be then computed through the chain
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rule of derivation, such as

V(t) = 1

Tr
C(1)(t/Tr ), (12)

just as other derivatives that can be of interest, as
accelerations

A(t) = 1

T 2
r

C(2)(t/Tr ). (13)

4.2.3 Constrained Optimal Problem

Optimal trajectories canbeplanned through splines onceonly
a few elements are fixed. Spline degree pmust be set a-priori,
since it defines the knot vector U and the basis functions
Ni,p(u) as in Eq. 7, used to generate the parametric curve
and all its derivatives. The trajectoryP(t) can be rewritten in
terms of the spline curve C(u) from Eqs. 5 and 11, therefore
as a function of the free parameter u and the control points
Qi ∈ R

d , ∀i = 0, . . . , n. These parameters are currently
unknown and therefore constitute the symbolic variables that
need to be optimised.

Formally, the optimisation process aims to find out the
best control polygon Q that minimises some desired met-
rics on the resulting trajectory. On this matter, elements of
interest are the overall traversal time Tr and the accelerations
assumed during the entire evolution.

While performing the trajectory, some constraints over
positions, velocities and accelerations must be imposed;
therefore the trajectory must be sampled over ri (i =
1, . . . , n) verification points, represented with red points in
Fig. 7.

Fig. 7 Any trajectoryP(t) can be defined through the parametric curve
C(u) (black line), where extremities (blue points) are the given initial
position �pi and the desired release position �pr ; both come together with
respective desired velocities �vi and �vr (blue vectors). Control points (in
green) are the optimised variables, while spline samples (in red) are
points in which the constraints are verified

The cost function

kt T
2
r +

n∑
i=1

ka ‖A(ti )‖2 (14)

is the expression that, if minimised, identifies trajectories
that satisfy a trade-off between minimum traversal time
and minimum accelerations, weighting these two elements
respectively with the scalars kt and ka .

Feasible trajectories must respect position, velocity and
acceleration constraints that can be encoded as inequalities
over these verification points, leading to the complete optimal
problem formulation

min
Q0,...,Qn

kt T
2
r +

n∑
i=1

ka ‖A(ti )‖2 (15a)

w.r.t. pmin ≤ P(ti ) ≤ pmax (15b)

vmin ≤ V(ti ) ≤ vmax (15c)

amin ≤ A(ti ) ≤ amax (15d)

P(0) = pi , V(0) = vi (15e)

P(Tr ) = pr , V(Tr ) = vr (15f)

where the time-dependent UAV position, velocity and accel-
eration, computedwithEqs. 11, 12 and13, define the problem
constraints Eqs. 15b, 15c and 15d as function of the curve
spline C(u) and its derivatives. The trajectory is constrained
in the initial time t = 0 and release time t = Tr to the starting
UAV position and velocity and to the given target values with
Eqs. 15e and 15f, respectively.

4.3 Mission Planner

The developed modules are activated as an event-based
sequence, so that the entire firefighting mission is accom-
plished autonomously by the aerial vehicle. The mission
planner module has been implemented through a state
machine, the diagram of which is shown in Fig. 8.

Themission starts when the autopilot of the UAV switches
to offboard mode. In this state, the UAV receives commands
from the on-board computer, where all the modules runs
according to the state machine. For the entire duration of
the mission, the system is informed of its current pose at 100
Hz with the precision of a motion capture system (≈ 1 cm).
The RGB and depth images are acquired at a frequency of 10
Hz. The waypoints for the inspection of the environment and
the kinematic constraints are set at the start of the mission.
The reference trajectory is sampled with a frequency of 100
Hz. The state machine and all its modules are implemented
in ROS Noetic and run within the on-board computer, inter-
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Fig. 8 Scheme of the firefighting mission planner’s state machine and modules structure. Boolean conditions trigger the events that let each module
activate, one at time

facing with the flight controller through a specific package4,
developed by the organizers of the competition. The payload
delivery is achieved by sending a release command through
ROS topic that deactivates the magnet that holds the ball,
making it free-fall.

5 Results

Both obstacle avoidance and payload delivery have been
extensively tested in simulated scenarios of increasing dif-
ficulties, achieving the top-5 score for the first phase of the
competition, among the other 52 participating teams from
more than 22 Countries. Extensive tests on both real and
simulated scenarios are performed, allowing us to achieve
3rd place overall during competition finals5.

The employed simulator platform is Gazebo 11, the offi-
cial simulator of ROS Noetic. To simulate the propeller
dynamics, the rotors_simulator6 package is used. TheUAV’s
attitude and position are gathered directly from the simula-
tor. To simulate a depth camera, the openni_kinect plugin
is used. The UAV is controlled through the Software-in-the-
loop method, using uav_ros_stack7. Both the simulated and
the real UAV flight controller runs Ardupilot8. This firmware
supports Software-In-The-Loop (SITL) approach, allowing
an easier transition from simulation to the real platform.

4 https://github.com/larics/uav_ros_control
5 http://www.uasconferences.com/2022_icuas/uav-competition-
finals/
6 http://wiki.ros.org/rotors_simulator
7 https://github.com/larics/uav_ros_stack
8 https://ardupilot.org/

5.1 Obstacle Avoidance

The developed framework has been tested on simulation in
three different arenas to evaluate the performance of the pro-
posed solution. Obstacles disposition changes for each arena,
in this way, it is possible to find the parameters combina-
tion that allows the drone to safely pass the obstacle zone
regardless of the arrangement of obstacles.Obstacles are gray
parallelepipeds, of a height equal to the maximum permissi-
ble UAV altitude (4 m).

Figure 9a–c show the trajectories of the drone toward
the line goal that defines the beginning of phase 3 in three
different scenarios for a total of 81 simulations. For each
run, the drone is started at different positions (marked in
green) to cover all possible cases while moving towards the
goal line: in particular, the only waypoint provided to the
navigation system has fixed x-coordinate in 2 m, while the
y-coordinate varies with the drone y-coordinate. The quadro-
tor altitude is controlled at 2.5 meters. The safety margins
for the histogram enlargement are set in the following way:
the parameter for the quadrotor radius is set to 0.55 meters,
based on the robot geometry, and the safety distance from
each obstacle is set to 0.15 meters. The weights for the cost
function in Eq. 2 are chosen through experiments and set to:
μ1 = 6, μ2 = 2, μ3 = 2.5. To guarantee a goal-oriented
behaviour, the sum of μ2 and μ3 must be strictly less than
μ1 [26]. The resolution of the histogram is set to 0.2 m,
according to the obstacle dimensions and shape.

At each time step the local planner computes the best
direction based on the obstacles that are currently detected.
The path is chosen based on the histogram that is evaluated
as explained in Section 4.1.1. Since the depth camera has a
limited range, some obstacles can be detected only after that
the UAV has covered some distance. This is the reason why
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Fig. 9 Trajectories for different
start positions in the 3 different
arenas (a-c) of progressive
difficulty. In (d) the bar plot
shows the percentage of failures
for each arena with two values
of KLD

trajectories are not optimal in the sense of minimum traveled
distance. In the cases where the UAV starts near the edges
of the arena (in the bottom and the top of the Fig. 9a–c), the
traveled trajectory deviates from a straight line due to the
safety margins.

In Fig. 9d are reported the results of simulations performed
with two different values of the Obstacle Avoidance Look-
ahead Distance KLD . The safety margin is constrained as the
sphere centered at the geometric center of the UAV, whose
radius is the sum of the robot radius rr and the safety mar-
gin rs . A run is considered failed if the sphere intersects one
obstacle. The KLD set to 0.4 is a good trade-off between
respecting safety margins and minimizing the time to com-
plete the mission.

5.2 Trajectory Planning

The trajectory planner is employed for both the exploration
phase and for the ballistic launch of the extinguishing ball.
The optimal control problem stated in Eq. 15 is written in
CasADi [27] and solved with IPOPT, a powerful large-scale
nonlinear optimizer based on the Interior Point method [28].

5.2.1 Exploration for Marker Detection

Both in simulation and real scenarios, the detection of the
launch point for the payload is traced back to the pose detec-
tion of an Alvar marker, performed through open-source
methods. When the UAV passes the obstacle zone, it starts
to scan the environment driving through pre-planned way-
points, in order to inspect the area and find the marker.
The desired waypoints employed by the trajectory planner
are chosen by the a-priori knowledge of the environment
boundaries. In both simulation and real experiments, these
waypoints are chosen in order to allow the drone to perform a
perimeter scan, that is repeated until it detects themarker. The
appropriate linear and angular velocity can be constrained
easily with the proposed trajectory planner, reducing the
motion blur on the front camera and therefore facilitating
the marker detection.

5.2.2 Trajectory for Ballistic Launch

Once the target point is detected, the launch position and
velocity for the extinguishing ball and therefore the UAV are
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Fig. 10 Test trajectories
resulting from different starting
position and zero initial
velocities for the UAV, with the
same final desired position and
different target velocity. On the
right, the obtained achieved
velocities and accelerations
while performing the trajectories
shown on the left. The u in the
abscissa represents the
percentage of traveled trajectory

computed by resolving the corresponding free-fall problem
for the given relative distance, that is imposed. The resulting
desired release position pr and velocity vr are constraints in
the final state of the optimal problem Eq. 15.

Figure 10a shows the computed trajectories that have to
be performed in order to reach the same target position
with different velocities, starting in random positions and
zero initial velocity. Achieved velocities and accelerations
assumed while each trajectory is performed are exposed in
Fig. 10b. By requesting zero acceleration at the final time,
the payload delivery can be performed more robustly in the
event of payload release delays. The velocity and accel-
eration constraints, set to 2m

s and 0.35 m
s2

respectively, are
respected in each test. The Table 2 evinces initial distance
from the target, the overall trajectory length and the traversal
time. The overall traversal time of each test is consistent
with the initial distance between the UAV and the target
position.

5.3 Experimental Tests

For live trials at the conference venue in Dubrovnik, Croa-
tia, the organizers set up an indoor arena of size 10 x 7.5 x
3.5 meters with a motion capture system and provided the
quadrotor that executes the solution algorithm, as shown in
Fig. 11a. During the first two days, the 5 finalist teams set up
and integrate the respective solutions, performed the overall
sanity check of the code and made preliminary autonomous
flights on the real platform. The final competition were held
on June 23rd, where each team had 30 minutes of flight avail-
able in the morning and other 30 minute in the afternoon to
perform multiple runs. The final scoring scheme takes into
account the average score of all runs, in a similar way of the
simulation phase.

Regarding the experimental tests of the obstacle avoidance
task, the UAV must maintain a clearance of at least 1 meter
from the obstacles and the walls of the arena (measured from

Table 2 Metrics of interest of
the above test trajectories

Traversal time [s] Initial distance [m] Trajectory length [m]

trajectory_1 10.61 7.05 7.57

trajectory_2 9.66 8.14 8.05

trajectory_3 9.84 10.07 9.69

trajectory_4 13.53 8.58 9.55

trajectory_5 6.80 6.83 5.98

trajectory_6 8.67 8.63 7.98

trajectory_7 11.43 9.18 9.30

trajectory_8 15.92 8.77 10.58

trajectory_9 12.47 7.70 8.64

trajectory_10 8.68 9.39 9.09
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Fig. 11 The (a) indoor arena at the conference, where the finals are
contended. In (b) the obstacle avoidance trajectories in three runs dur-
ing the final phase are shown with the visualization tool RViz. The UAV
starts from the pose hawk2 and traverses the purple line. Drone pose is

measured by the motion capture system and it is provided with respect
to the global fixed frame optitrack. During the obstacle avoidance phase,
this global pose is needed only for challenge evaluation purposes, while
the module relies only on local sensing

the geometric center of the UAV). Based on the layout of the
obstacles, the organizers have created an octomap to check
that safety margins are respected during the run. Figure 11b
shows trajectories of three runs during the obstacle avoidance
task. The obstacle avoidance algorithm shows similar perfor-
mance to the simulation results regardless of the shape of the
obstacles demonstrating that the method is independent of
the form of the obstacles.

Figure 12 shows the sequence of a valid launch of the ball,
performed by releasing the magnet at the final position of the
trajectory computed by the optimal planner. Unlike in the
simulation phase, the marker was inclined by 45◦, to facili-
tate the detection task. The delivery trajectory is considered
valid by the judges if the ball reaches at least a corner of the
marker, 20 cm wide. The correct tracking for the UAV of
both the desired position and velocity at the launch instant
has proven to produce an acceptable ballistic trajectory of the
ball. The lack of a tracking system for the ball itself prevents
further analysis of the ballistics of this phase. Imposing zero

Fig. 12 Image sequences of a valid ball launch during the competition.
The ball performs a parabolic motion to reach the detected marker,
exploiting the UAV kinematics

acceleration in the launch instant reduces launch errors that
can incur due to unpredicted delays of the magnet release.

6 Conclusion and Discussion

In this paper, an obstacle avoidance and motion planner
method to perform complex firefighting missions for UAVs
is presented. The proposed real-time solution is composed of
two different planners. The local planner allows the quadro-
tor to navigate in an unknown environment reactively, with
reduced hardware resources and relying only on a depth
sensor with limited field of view and a localization system.
The global trajectory planner instead computes the optimal
trajectory that minimises the overall traversal time and max-
imises the accuracy of the ball delivery, while respecting
the quadrotor kinematics. The proposed system was exten-
sively tested in simulation and in realworld during ICUAS’22
Competition, successfully completing the mission in runs of
increasing difficulty, proving robustness on environmental
changes. Our team achieved top-5 score for the simulation
phase of the competition, among the other 52 participating
teams, and the 3rd position in the final phase. The proposed
solution represents a robust and efficient approach to solve
firefighting tasks for fully autonomous aerial vehicles with
limited onboard hardware, and a feasible solution for any
exploration and delivery task that has to deal with a hard-
to-reach environment and complex payload delivery. The
proposed framework can be utilized for real-case firefighting
scenarios leveraging the accuracy of a Real-time kinematic
positioning (RTK) GPS system, by allowing the multirotor
to track the trajectory for an accurate ballistic launch.

In future works we plan to improve our framework by
merging the obstacle avoidance and the delivery modules.
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Additionally, we aim to deploy this framework for more
realistic experiments in outdoor environments, consider-
ing localization uncertainties to the UAV, caused by urban
canyons that affect GPS performance. On this matter, a
preliminary study on delivery errors caused by wrong esti-
mations of either the UAV position or velocity respect to
an inertial frame leads to acceptable results. Indeed, state-
of-the-art UAVs with common localization filters based on
both Visual-Inertial Odometry and GPS systems are able to
localize with a position uncertainty of centimeters. Since the
release position pr acts linearly in the Eq. 4, the collision
point will be missed by the same amount, that is an accept-
able error for the success of fire extinguishing tasks.
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