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Abstract—Object detection and pose estimation are strict re-
quirements for many robotic grasping and manipulation applica-
tions to endow robots with the ability to grasp objects with different
properties in cluttered scenes and with various lighting conditions.
This work proposes the framework i2c-net to extract the 6D pose
of multiple objects belonging to different categories, starting from
an instance-level pose estimation network and relying only on
RGB images. The network is trained on a custom-made synthetic
photo-realistic dataset, generated from some base CAD models,
opportunely deformed, and enriched with real textures for domain
randomization purposes. At inference time, the instance-level net-
work is employed in combination with a 3D mesh reconstruction
module, achieving category-level capabilities. Depth information is
used for post-processing as a correction. Tests conducted on real
objects of the YCB-V and NOCS-REAL datasets outline the high
accuracy of the proposed approach.

Index Terms—Perception for grasping and manipulation, deep
learning for visual perception, RGB-D perception.

I. INTRODUCTION

NOWADAYS, robots are used in a wide range of appli-
cations, including advanced manufacturing [1], human-

robot [2] collaboration, and logistics [3] that require a high
level of autonomy. Two of the primary tasks for robots in such
applications are object grasping and manipulation, and robots
have to show the ability to adapt to the changing environment
while interacting with the surroundings to perform such tasks
efficiently in line with the concept of Industry 4.0. A key factor
is the grasping of a variety of objects. In order to foster the gap,
an important aspect for autonomous and reliable grasping of
arbitrary objects involves object detection and pose estimation,
which are challenging tasks as objects can present different sizes,
material properties, and texture appearances, and they can be
occluded in cluttered scenes with different lighting conditions.
In addition, a desirable factor is that the method should be
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Fig. 1. On the left, an instance-level network that cannot generalize to unseen
instances in the wild. On the right, the same instance-level enriched with the
presented i2c-net framework shows category-level capabilities.

fast enough, especially for stringent cycle times in industries.
Therefore, even though a lot has been done in recent years, pose
estimation for autonomous and reliable grasping of different
objects remains an open challenge [4].

Thanks to the advantages of deep learning methods [5], clas-
sification, detection [6], and segmentation [7] of objects from
images received a significant step forward in the past decades.
Instead, pose estimation from a single image is not yet a mature
field, and there is still space for improvements toward a reliable
solution. One problem is that extracting 3D information from a
single color image is an ill-posed problem since the structures
of the objects are retrievable only up-to-scale. The other aspect
is the lack of labeled real data, whose collection is a difficult
and time-consuming task. Humans can rely on stereo-vision or
eye motion, and they can also exploit a strong knowledge of the
surrounding environment. In that direction, some approaches
exist that use multiple points of view to extract the pose of an
object or rely on point clouds [8]. However, the computation
time is long and increases with the number of viewpoints. An
alternative to manually labeled data is the use of synthetic photo-
realistic datasets [9] that, in combination with the sim-to-real
transfer, allow for a high number of training data and can also
be applicable to real-world scenarios.

Estimating the 6D pose of an object from an RGB image,
taking into account also the scale factor, requires adding 3D
information. One of the most diffused approaches is to use 3D
Computer Aided Design (CAD) models of the objects composed
of vertices and faces. Doing this, most of the approaches are
constrained to objects whose CAD models are used during
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training, thus hampering generalization, even to objects of the
same category [10]. If available, an alternative is to use depth
information adding a higher computational burden. However,
simulated depth images are more exposed to the sim-to-real
problem than RGB images.

This work presents instance-to-category net or i2c-net to
extract the 6D pose of multiple objects belonging to certain cat-
egories starting from an instance-level pose estimation network
and exploiting a custom-made synthetic dataset for training. The
idea is to extract as much 3D information as possible from RGB
images and available CAD models and use depth information
for post-processing as a correction. Considering some known
categories, like, for example, bottles or cans, a few base CAD
models, i.e., CAD models for known objects that encompass
the diverse shapes of the objects in that category, are used as a
starting point for a deformation procedure. Such deformations
generate new object models that are enriched with real textures
for domain randomization purposes. The instance-level pose
estimation network can be trained on such augmented photo-
realistic images, and at inference time it is used in combination
with a 3D mesh reconstruction network achieving category-level
capabilities. Several tests are conducted on real objects of the
YCB-V [11] and NOCS-REAL 275 [12] datasets to assess
the performance of the proposed framework. Fig. 1 shows a
qualitative comparison between the proposed framework and
the original GDR-Net, which demonstrated to have promising
performance as an instance-level pose estimation network.

The rest of the paper is organized as follows: Section II
describes the considered problem, related works, and open chal-
lenges; Section III details the structure of the presented pipeline,
from a general viewpoint to a fine-grained description of the
neural network models employed; Section IV collects exper-
imental results with qualitative and quantitative comparisons
with state-of-the-art approaches; and Section V is devoted to
conclusions by summarizing the contribution of the work.

II. PROBLEM DEFINITION AND RELATED WORK

One of the key aspects of autonomous and reliable grasping
is the pose estimation of the target object. Existing approaches
that extract the 6D pose information from a single RGB(-
Depth) image can be mainly distinguished in instance-level
and category-level methods. The first type is biased by the
CAD model and texture properties of the object used during
training and does not properly work if changes are applied
to such an object. The instance-level pose estimation problem
can be formalized as follows: given a set of images I and a
set of objects O for which the CAD model is available, the
objective is to find, for each RGB(-D) image Ij ∈ I and object
instance Mi ∈ O, the mapping (Ij ,Mi) �−→ (Rij, tij), where
Rij ∈ SO(3) is the object rotation matrix and tij ∈ R3 is the
3D translation vector for the particular object instance with
respect to the camera frame. The presence of the 3D CAD
model resolves the ill-posedness of the problem of extracting
3D information from a single color image, but jeopardizes the
generalization capabilities of the method. Indeed, instance-level
approaches may have practical applications in scenarios with

a fixed number of objects, while their effectiveness drops with
unseen instances. In the latest years, this type of network has
witnessed an impressive improvement concerning accuracy and
speed: from pioneering works in YOLO-6D [13], and Dope [10]
to more recent approaches in GDR-Net [14], and SO-Pose [15].
Depth information can increase the accuracy of the estimation
along with higher computational burden and lower real-time
performance [11].

Passing from instance-level to category-level, the problem
can be formalized as follows: given a set of images I, a set
of categories of objects sharing some common properties C =
∪N
k=1Ck, and a set of objects O belonging to such different

categories, the objective is to find, for each RGB(-D) image
Ij ∈ I and object instance Mi ∈ O the mapping (Ij ,Mi) �−→
(Ck,Rij, tij, sij), where Ck is the category which the object
Mi belongs to, and sij ∈ R3 its size. It is worth noticing that
the CAD model is not available for each object instance during
inference otherwise the problem ends up in the instance-level
setting. For that reason, the sij term represents the size of the 3D
bounding box tightly surrounding the object to solve the scale
ambiguity.

Such a scale factor is relevant for robotic grasping scenarios to
determine whether the target object can fit the gripper opening.
This family of problems leaves space for investigation, espe-
cially concerning the exploitation of RGB information. Indeed,
state-of-the-art approaches, like Shape-Prior [16] (or SPD), and
FS-Net [17], instead of using only color images during training,
extract a point cloud from the depth image of the observed
object and apply a set of 3D deformations to augment the
available data and catch intra-category salient features. Existing
methods can also be classified as single-stage or multiple-stage
estimators. In the former, the training process of both detection
and pose estimation outputs is performed jointly, as in the
case of key-point-based approaches presented in [10] or [18].
Multiple-stage methods like [14] or [15], instead, can benefit
from higher modularity considering the vast improvement that
2D detectors have been going through.

A dual problem to 6D pose estimation is 3D model re-
construction. Explicit shape representation [19] is a class of
approaches that approximates a surface as a function of 2D
coordinates and enhances the granularity of this approximation
by increasing the number of edges, triangles, or vertices at the
expense of additional processing time. Variations in the objects’
topology within the same category can hamper performances
due to the possible presence of holes and gaps inside the 3D
model, thus leaving space for the so-called implicit surface
representations [20]. Signed Distance Functions (SDF) are the
most widespread implicit model that computes the distance to
the closest surface for each considered 3D point and assigns a
positive (negative) sign if the point is inside (outside) [21]. In
addition, a novel approach to 3D reconstruction is constituted by
Neural Radiance Field (NeRF) [8] that generates 3D scenes from
a sequence of RGB images knowing the poses of the cameras.
Then, by sampling 3D coordinates and 2D viewing directions
for each camera ray, it is possible to feed a neural network and
get an RGB-density image as an output to reconstruct the final
3D mesh. The main drawback of such an approach regards
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Fig. 2. The presented method aims to find the 6D pose and 3D object size from a single RGB image, with the depth image used to correct the estimation.
It encompasses three neural network modules for 2D object detection (or segmentation), instance-level 6D pose estimation, and box-supervised 3D model
reconstruction. Dashed components are used at inference time only.

the high computational burden, both during the training and
testing phases, in the order of many seconds or minutes [8].
Instant-Nerf [22] goes in this direction by reducing inference
time by a factor of 10 to 100, however, NeRF-based methods
remain more suitable for 3D mesh reconstruction when multiple
views are available, an assumption not always true in fixed
camera robotics settings.

III. METHODOLOGY

The proposed approach presents a framework for 6D
category-level pose estimation starting from an instance-level
network (Fig. 2). The objective is to show that instance-level
models that achieved high performance in 6D pose estimation,
but suffer from low generalization capabilities, can still be effec-
tive for category-level tasks. The point is that, in general, RGB
instance-level architectures encompass backbones that can have
general-purpose applications like classification and detection.
Therefore, they can distill the most salient features if exposed to
various instances of the same category to output results in a latent
space. From that, other neural networks can retrieve geometrical
and shape information about the considered objects. The work
investigates in the experimental campaign some categories that
are common in the research community such as banana, bottle,
bowl, camera, can, laptop, and mug. This section gives an
overview of the proposed approach and details each module of
the pipeline, as well as the dataset generation procedure required
for the training.

The design of the architecture is modular, allowing chang-
ing the components with the most recent research advances in
computer vision as they respect the same required interface. In
particular, the pipeline starts from a 2D object detection module
that takes as input an RGB image and outputs the 2D bounding
box of the target. Then, a 3D model reconstruction module ex-
ploits the cropped 2D RGB image to generate the object 3D mesh
with absolute scale along the coordinate axes ŝ ∈ R3. Finally,

the 6D instance-level estimation module combines the cropped
2D RGB image and the 3D mesh to obtain the 3D rotation matrix
R and 3D translation vector t̂. A depth-correction module can
be used in post-processing to improve the estimates t̂ ∈ R3 and
ŝ ∈ R3 through cropped depth image of the considered target
object to obtain final translation t and scale s.

Given the significant recent advances in computer vision in
the field of 2D object detection, the proposed approach relies on
an off-the-shelf object detector, i.e., YOLOv5 [6] that takes the
full camera frame in input and provides both the class of a given
object and its 2D bounding box to the following stages of the
network.

Cluttered scenes may cause a degradation in instance-level
6D pose estimation, and consequently, at inference time, it
may be convenient to replace the 2D detection module with
a 2D instance segmentation like Detectron [7]. This is useful
to remove ambiguity in the single view by masking occluding
objects, and increasing the attention on the object of interest.
The benefits of segmentation are opportunely analysed in the
experimental campaign.

A. Photo-Realistic Dataset

A custom-made purely photo-realistic dataset is generated
to train the proposed framework. The dataset is built through
BlenderProc, a tool based on Blender graphic engine capable
of rendering RGB images with an acceptable sim-to-real gap,
together with 6D object pose annotations [9]. The constructed
dataset contains 9900 images for each of the considered cat-
egories, subdivided into 300 scenes with 33 images each, to
simulate various camera viewpoints, illumination, and back-
ground conditions. The target is to make the network generalize
to objects whose CAD is not available within the same category.
The method employs 15 base models for the camera object,
300 for laptop, and 100 for the other NOCS’ categories (bottle,
bowl, can, mug) that are more related to manipulation tasks.
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Fig. 3. Starting from a set of predefined CAD models [23] (a), a first randomization process (b) applies random textures to each instance, a shape randomization
process (c) further augments the 3D dataset along the coordinate axes, and finally, a photo-realistic renderer (d) generates annotated RGB images.

Accordingly, ShapeNet [23] is a valuable source to gather the
base CAD models. Taking inspiration from Shape-Prior [16]
and FS-Net [17], such meshes are randomly enlarged or shrunk
along their coordinate axes to augment the available dataset.

The deformation is applied to each side of the bounding
box within a given range that is a tunable parameter selected
depending on the required needs. A large range may be useful
to push for generalization over the same category, but it is worth
not exaggerating since a too broad range can lead to losing the
main properties of the category’s shape. The main innovation
compared to other category-aware works is that during training,
the proposed method uses only synthetic RGB images through
an aleatoric set of colored textures applied to the deformed
3D models to increase generalization and reduce overfitting
to particular surface patterns. In this way, the neural network
model can focus more on the shape to reconstruct the geometry
of the objects despite the intra-class variability. To this end, in
industrial settings that work per category of object, the number of
base models can be possibly reduced according to such diversity,
also addressing new incoming products in line with the flexibility
concept of Industry 4.0. Fig. 3 details the augmentation pipeline,
where 3D CAD models can be endowed with some color and
texture attributes picked at random. Such modified meshes are
then passed to Blenderproc in charge of randomly scaling the
models. In addition, Fig. 3 shows a qualitative representation
of the shape deformation along the coordinate axes: the yel-
low and red wireframes outline the maximum and minimum
deformation possible for a given category, compared to the base
model depicted in black. Furthermore, Blenderproc places the
objects in a photo-realistic environment, where a wide variety of
backgrounds and illumination conditions are simulated. Finally,
the software computes the 6D pose of each object with respect to
each camera view. A strength of this method is the possibility to
develop an in-house approach: all the data generation process is
fully under the control of the user, and further developments
are not constrained by the lack of access to real-world data
annotation tools as in [24].

B. RGB 6D Pose Estimation

This module exploits an instance-level network to extract ob-
jects’ 6D pose (3D rotation R and 3D translation t̂ with respect
to the camera frame) from an RGB input, the associated 3D

model, and the intrinsic parameters K ∈ R3×3 of the employed
visual sensor.

Given the high number of instance-level networks, the choice
of the particular model comes from a trade-off between accuracy,
speed, and flexibility. In this work, Geometry-Guided Direct
Regression Network or GDR-Net is the reference baseline. This
architecture is based on an encoder-decoder encompassing a
ResNet [25] backbone and a custom decoder to reconstruct
an internal representation of the geometry of the seen object’s
feature space. Such a capability is appealing for an extension
to category-level scenarios: the idea is to make the network
learn the 3D geometry common to a given class instead of
focusing on the details concerning a few instances of various
categories, as in instance-aware settings. The model is a fully
differentiable architecture enabling end-to-end training of the
encoder-decoder and the Perspective-n-Point (PnP) modules
in charge of finding the 6D pose of the 3D model given the
features extracted from the RGB input [14]. Nonetheless, the
recovery of the relative and, in particular, the absolute scale
along the coordinate axes of the item from a single image is still
beyond the possibilities of instance-level networks. To this end,
the 3D reconstruction module becomes essential to carry out a
successful category-aware estimation.

C. 3D Model Reconstruction

This neural model is trained over the same set of photo-
realistic RGB images of the considered categories and learns
how to infer the 3D mesh of unseen instances from a single
viewpoint. In this work a box-supervised 3D model reconstruc-
tor is developed on top of Multi-Category Mesh Reconstruction
(MCMR) [26] as in Fig. 4. In detail, the original architecture
makes use of the weakly perspective projection model, mostly
suitable when objects have a similar distance along the camera
axis [27]. Moreover, it encompasses a fully connected network
to regress 2D translation, 3D rotation, and 1D scaling factor.
However, by delegating the pose estimation task to the instance-
level network, it is possible to remove the above restriction and
get the full 3D translation. Consequently, in order to retrieve
the proper shape and scale of the 3D model, it is useful to
exploit prior knowledge acquired during the learning phase and
stored in 3D models called meanshapes. A meanshape can be
regarded as a latent feature that condenses the salient information
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Fig. 4. Box-supervised 3D model reconstruction, from monocular synthetic RGB 6D pose estimation dataset, a set of meanshapes is learned. The newly introduced
3D bounding box loss (in red) allows backpropagating information (in green) about the object’s size to the other neural components of the model. Dashed elements
are used at inference time only.

about the structure of the objects seen at training time. It is
possible to learn multiple meanshapes and let a classifier select
the most suitable one with respect to the image features. In
the presented approach, the loss function in [26] is completed
with the 3D bounding box supervision by introducing the term
L3Dbbox = (sprx − sgtx )2 + (spry − sgty )2 + (sprz − sgtz )2, where
sk is the length of the side k ∈ {x, y, z} of the object’s predicted
(pr) and ground truth (gt) 3D bounding boxes. In such a way, the
information is back-propagated to all the neural components,
and in particular to the SDF-based network [21] to regress the
proper scale of the object as well as its shape, with a good real-
time performance. In order to perform a comparison between
predicted and ground truth meshes, it is convenient to align such
3D models in terms of position. Therefore, at every training
step, the predicted mesh is shifted so that its bounding box’s
centroid becomes the 3D point [0,0,0], as by convention adopted
in the NOCS dataset. In principle, the actual absolute scale s
would be unknown, however, thanks to 3D box supervision, its
approximation ŝ is retrievable up to the range of dimensions
considered in the dataset generation process, as shown in Fig. 3.

D. Depth Correction Module

As detailed in Fig. 2, the 3D CAD model is not accessible at
inference time. Consequently, the instance-level 6D pose estima-
tion network needs to be completed with the above-mentioned
3D reconstruction module, which is sufficient for a proper 3D
rotation regression, given the correct relative scale of the 3D
model. On the other hand, a further correction may be performed
on the 3D translation to compensate for pose estimation errors
due to the absolute scale. To this purpose, it is convenient to
exploit a rendered depth map obtained by rendering the predicted
mesh, which comes from the 3D model reconstruction module,
by using the predicted rotation and translation provided by the
instance-level network. At this point, a correction based on
stereo depth may be applied, as depicted in Fig. 5 and outlined
in the following steps:

Fig. 5. Correction procedure of the pose estimation, the comparison between
rendered and measured depth maps can be used to properly rescale translation
coordinates.

� finding the width σu and height σv ratios between rendered
and measured depth maps;

� sampling p 2D points on the rendered depth map zr
{(ur

1, v
r
1), . . .(u

r
p, v

r
p)}. For experiments p = 8 shows to

be enough for each estimation;
� finding the corresponding points on the measured depth

map zm: {
um
i = σu ur

i

vmi = σv vri
� finding the final depth ratio as:

σz =
1

p

p∑
i=1

zm(um
i , vmi )

zr(ur
i , v

r
i )

so that both the 3D bounding box and the translation vector
can be properly scaled to t = σz t̂ and s = σz ŝ.

Despite the proposed method is not designed for heavily
cluttered scenes, it can address self-occlusions, as well as mild
occlusions where the 2D bounding box’s size is not affected
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TABLE I
PERFORMANCE COMPARISON ON NOCS REAL-275 DATASET [12] BETWEEN

I2C-NET AND VARIOUS STATE-OF-THE-ART APPROACHES, SUBDIVIDED INTO

METHODS REQUIRING REAL (R) ANNOTATIONS (ANN.) OR JUST SYNTHETIC (S)
ONES

by other objects, since if points are present in the sensor depth
map but not in the rendered depth map, then another pair is
sampled. The assumption behind this choice is the possibility to
rely on a grasping policy that prioritizes less occluded objects to
reduce the clutter for the next grasping. Another relevant feature
of this approach is the reduced complexity compared to other
corrections methods like Iterative Closest Point (ICP) on 3D
point clouds [28].

IV. EXPERIMENTAL RESULTS

To assess the performance of the presented method, NOCS-
REAL 275 [12] dataset is used as a widespread benchmark.
The proposed architecture is trained on a custom-made photo-
realistic dataset, which is not related to NOCS-REAL’s test
subset used for quantitative evaluation. In addition, YCB-V [11]
test set is used to show that the method can also work with
categories beyond the NOCS dataset.

The following metrics are introduced to allow a comparison
with other approaches:
� 3D Intersection over Union (3D IoU) measures the average

precision of the ratio between intersection and union of the
predicted and ground truth 3D bounding boxes [29].

� n cm, n◦ is the average precision of the predictions with a
roto-translational error below n centimeters and n degrees;
a symmetric-aware version of the metric can relax the error
in case of ambiguities along the axes of symmetry [29];

The reference framework for the experimental campaign is
PyTorch. Training is carried out on an NVIDIA RTX 3090 GPU
(24 GB), while inference on an RTX 3080 Laptop GPU (8 GB).
For real-world experiments in the wild, the used device is an
RGB-D Luxonis OAK-D camera [30].

Table I shows i2c-net architecture compared to some state-
of-the-art approaches, over category-level metrics. The reported
performance is referred to the configuration exploiting both
depth correction and instance-segmentation at inference time.
i2c-net registers the highest accuracy on 3D intersection over
union at 25% (3D25) and 50% (3D50). Concerning the n◦, n cm
metric, i2c-net is the best on 10◦, 10 cm. It is worth noticing
that the majority of other works rely on real-world annotations
during training, which hinders a proper extension to categories
not included in the NOCS dataset. Conversely, recent methods
like CPPF [32] exploit synthetic data only in the learning phase.

TABLE II
ABLATION STUDY ON THE IMPACT OF DEPTH CORRECTION AND INSTANCE

SEGMENTATION’S REMOVAL ON n◦,N cm METRIC TESTED ON NOCS REAL,
ALONG WITH HOW MUCH THE METHOD IS CAPABLE TO COMPENSATE FOR

THE ABSENCE OF 3D CAD MODEL

However, compared to it, i2c-net outlines superior performances
on all the reported measurements, thus highlighting that the
presented approach is quantitatively effective in a real-world sce-
nario. It must be noted that all the category-level state-of-the-art
approaches reported in Table I rely on depth information.

Fig. 6 contains a quantitative performance breakdown over
different categories in terms of average precision (AP) for 3D
Intersection over Union, rotation error, and translation error.
Different thresholds are used to extract the curves for each
metric, where the closer the AP value is to 100%, the better.
On the other hand, Fig. 7 shows qualitative results related to the
analysis.

Translation errors show consistent performances among all
the classes except for bowl, where the 3D reconstruction step
may face difficulties in detecting the depth of the hollow from
RGB images only. Further pose randomization techniques can
be applied to reduce such ambiguities. Conversely, bowl, as well
as bottle and can show results above the average regarding the
rotation error that does not penalize the different predictions
along the symmetry axes, not affecting grasping and manipu-
lation tasks. In addition, symmetric objects benefit from fewer
viewpoints required for a proper 3D shape reconstruction. There-
fore, increasing that number during training for other categories
can provide an improvement. Concerning the camera category,
results show lower performances on rotation error, due to shape
variability that is higher than in other categories. Conversely,
the class laptop behaves properly on n◦, n cm, while lags on
3D IoU, since the articulated structure of the object may lead to
a low overlapping between reconstructed and ground truth 3D
models, in spite of good pose estimation.

Table II reports an ablation study to highlight how much the
performance of the presented architecture, expressed through the
n◦, n cm metric, degrades by removing different modules. Such
an analysis covers depth correction and instance segmentation
to feed the network with a masked RGB input. In addition, the
first 4 rows of the table consider the case in which the ground
truth 3D model is available to give a baseline for the last 4 rows,
quantitatively assessing how much the presented method can
compensate for the lack of a 3D model by reconstructing it at
inference time.
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Fig. 6. Quantitative performance analysis over different NOCS categories.

Fig. 7. Qualitative results on some images from NOCS REAL-275 (first column) and YCB-V (second column) test sets, and real-world examples in the wild
(third column). All the involved instances are not included in the training dataset.

By comparing rows 6 and 8, and rows 5 and 7, not using the
depth correction module impacts between 11.92% and 36.6%
in case the 3D model is not available. Similarly, instance seg-
mentation, which can be convenient to counteract occlusions,
provides a lighter improvement, between 2.29% and 16.72%,
by comparing lines 1-3-5 against 2-4-6 respectively.

It is worth noticing that row 5 presents the best performance
in a category-level condition, such as when depth correction
and 2D segmentation are both used, while the 3D CAD is not
available, as already presented in Table I.

On the other hand, comparing lines 1-2 versus 5-6 respectively
highlights that once the 3D model needs to be reconstructed, the
performance drops between 8.2% and 21.98% when depth is
available, increasing up to 42.04% when i2c-net cannot access
any 3D information as in rows 7-8 versus rows 3-4, where,
instead, at least the 3D model is available. Despite this difference
is not negligible, the generalization gain obtained through 3D
mesh reconstruction is consistent since the 3D model of the seen
object is not available at inference time.

As depicted in Fig. 1, GDR-Net provides unsuccessful results
with instances in the wild, confirming the superiority of i2c-net

over its instance-level baseline in the presence of unseen in-
stances not contained in the dataset for the considered categories
(mug, bottle, and bowl).

A. Real-World Experiments

Fig. 7 highlights the capabilities of the network to generalize
beyond instances seen during training coherently to the quanti-
tative analysis. Since no ground truth is available, the oriented
3D bounding box can show qualitative results over different
categories, thanks to the intensive domain, texture, and shape
randomization carried out prior to the training phase. In addition,
to show the extension of the pipeline to categories not included
in NOCS REAL-275, testing on the YCB-V object banana is
reported in Fig. 7(b), beside the classes in common with the
former dataset.

Real-time experiments show an inference time of 60.3 mil-
liseconds (ms) on the RTX 3080 laptop GPU for each pose
estimation, averaging over 1000 evaluations. A more detailed
breakdown highlights 12.8 ms for the 2D object detection
with YOLOv5 small [6] and 27.7 ms for instance-level pose
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estimation. The remaining time is split between 3D reconstruc-
tion (7.4 ms) and depth correction (12.4 ms) that, together,
introduce a 50% overhead. However, even though this represents
the price for moving from an instance-level to a more general
category-level pipeline, real-time tasks can still be carried out
without further optimization.

V. CONCLUSION

Two of the primary tasks for robots in many applications are
object grasping and manipulation. Object detection and pose
estimation are fundamental skills to give robots the ability to
adapt to the changing environment and grasp a variety of objects
that present different sizes, material properties, and texture ap-
pearances in cluttered scenes with different lighting conditions.

This work presents i2c-net to extract the 6D pose of mul-
tiple objects belonging to different categories, starting from
an instance-level pose estimation network and exploiting a
custom-made synthetic dataset for training. Such a dataset uses
some base CAD models for known objects, encompassing the
diverse shapes of the objects in that category as a starting
point for a deformation procedure, which provides new object
models enriched with real textures for domain randomization
purposes. The selected instance-level pose estimation network
can be trained on such augmented photo-realistic images, and, at
inference time, it is used in combination with a 3D mesh recon-
struction network achieving category-level capabilities. Depth
information is used for post-processing as a correction. Tests
conducted on real objects of the YCB-V and NOCS REAL-275
datasets show the high accuracy of the proposed method as well
as good real-time performances.
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