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Abstract— Many natural and man-made network systems
need to maintain certain patterns, such as working at equilibria
or limit cycles, to function properly. Thus, the ability to
stabilize such patterns is crucial. Most of the existing studies
on stabilization assume that network systems’ states can be
measured online so that feedback control strategies can be used.
However, in many real-world scenarios, systems’ states, e.g.,
neuronal activity in the brain, are often difficult to measure.
In this paper, we take this situation into account and study
the stabilization problem of linear network systems with an
open-loop control strategy—vibrational control. We derive a
graph-theoretic sufficient condition for structural vibrational
stabilizability, under which network systems can always be sta-
bilized. We further provide an approach to select the locations
in the network for control placement and design corresponding
vibrational inputs to stabilize systems that satisfy this condition.
Finally, we provide some numerical results that demonstrate the
validity of our theoretical findings.

I. INTRODUCTION

Many natural and technological systems, such as gene
regulation, neural circuits, and electric power grids, consist
of large-scale interacting units. They are often modeled
by complex network systems. Such network systems need
to operate at certain equilibria or limit cycles to function
well. Therefore, guaranteeing their stability is vital. Loss
of stability may lead to blackout in power grids [1] or
neurological disorders in the brain [2]. For instance, the
loss of the stability of normal coordinated brain activity
leads to increased synchrony in the basal ganglia and ex-
aggerated phase-amplitude coupling in motor cortex, which
are closely associated with Parkinson disease [3]. Therefore,
it is fundamental to be able to stabilize desired dynamic
patterns of such network systems. Most of existing studies
on stabilization rely on the assumption that real-time states
can be measured so that feedback control strategies can be
used. However, in many real-world scenarios, states cannot
be observed or measured directly. For instance, existing
techniques find difficulty in precisely measuring neuronal
activity in the brain, which poses challenges to restoring the
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stability of certain patterns of brain activity using feedback-
based treatments.

Vibrational control is a strategy to control a system without
measuring its states [4]. By injecting pre-designed high-
frequency signals, it can stabilize various engineering sys-
tems, e.g., inverted pendulums, chemical reactors, and under-
actuated robots (see [5]–[7] and the references therein). It
may also explain the mechanism of deep brain stimulation
[8], a neurosurgical technique used to treat several brain
disorders including Parkinson’s disease. In this paper, we
show how network systems can be stabilized by vibrational
control. We focus on linear dynamics since stability of
equilibria and limit cycles in nonlinear networks can often
be studied by analyzing their linearized counterpart.

Related work. Stabilizability of linear network systems
has attracted many interests (e.g., see [9], [10]). Recent
works have studied structural stabilizability of network sys-
tems, where the network structure plays a central role in
determining the stabilizability of a system [11], [12]. Some
studies have investigated the stabilizability of networks under
malicious attacks (e.g., see [13], [14]). Controllability of
network systems has also received extensive attention in the
past decades [15], [16]; structural controllability is one of the
most well-studied problems (e.g., [17]–[19]). All the above
studies assume that the states or outputs are measurable.
However, this paper aims to stabilize network systems with
an open-loop strategy, vibrational control, without that as-
sumption. To the best of our knowledge, it is the first one to
study vibrational stabilization of linear network systems.

Paper contribution. The main contribution of this paper
is threefold. First, we obtain a sufficient graph-theoretic
condition for the vibrational stabilizability of linear net-
work systems. Specifically, we find that for an arbitrarily
parameterized system, if removing all the bidirected edges
of the network associated with it results in a network that
contains no cycles, this system is vibrationally stabilizable.
Second, we present a method to design vibrational con-
trol that targets a part of the edges in the network to
stabilize systems satisfying the aforementioned condition.
Specifically, we propose an algorithm to place control inputs
and we also show how to configure the frequencies and
amplitudes of the corresponding sinusoidal vibrations. Third,
using averaging techniques, we define a notion of functional
system for the vibrationally controlled system. We further
find that the working mechanism of vibrational stabilization
in network systems is to functionally modify the network
parameters, such as changing the edge weights or removing
edges. Finally, some numerical studies are also performed to
validate our theoretical findings.
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Notation. Let R denote the set of real numbers. Given
a directed graph G = (V, E), denote the edge from i to j
as (i, j). We use i1 → i2 → · · · → ik−1 → ik to denote
a directed path from i1 to ik passing through the nodes
i2, . . . , ik−1. Given d1, d2, . . . , dn ∈ R, diag(d1, . . . , dn) is
the diagonal matrix.

II. PROBLEM FORMULATION

A. Linear network systems

Consider a network represented by the directed graph G :=
(V, E), where V = {1, 2, . . . , n} and E ⊆ V ×V are the sets
of nodes and edges, respectively. Let aij ∈ R be the weight
of the edge (j, i) ∈ E , and define the weighted adjacency
matrix as A = [aij ]n×n, where aij = 0 whenever (j, i) /∈ E .
Now, consider the linear network system described by

ẋ(t) = (D +A)x(t) := Mx(t), (1)

where xi ∈ R in x := [x1, x2, . . . , xn]> and di ∈ R in D :=
diag(d1, d2, . . . , dn) are the state and the intrinsic dynamics
of the node i, respectively. In this paper, we are interested in
the situation where sign(aij) = sign(aji) whenever aij 6= 0
and aji 6= 0. Also, we consider that the intrinsic dynamics
of each node is stable, i.e., the following assumption holds.

Assumption 1. Assume that di < 0 for all i = 1, 2, . . . , n.

Yet, this assumption does not ensure that the overall
system (1) is also stable. The network system can become
unstable just because of connections. We illustrate this point
in the following example.

Example 1. Consider a network system associated with the
graph depicted in Fig. 1 (a). As in Assumption 1, individual
node systems are set to be stable. When the coupling strength
k is small, it can be observed from Fig. 1 (b) that the overall
system is stable; when k becomes larger, the system becomes
unstable (see Fig. 1 (c)). 4

There are certainly other scenarios than the one in this
example where networks of stable units become unstable. In
this paper, we aim to investigate whether and how network
systems described by (1) can be stabilized by a classic open-
loop control strategy: vibrational control.

B. Vibrational control in network systems

Given a linear system ẋ = Mx, vibrational control
introduces vibrations to the system matrix M , resulting in
the following controlled system

ẋ =
(
M +

1

ε
V
( t
ε

))
x, (2)

where the zero-mean control input V (t) is often chosen to
be periodic or quasiperiodic [4], [5], [20]. For instance, a
widely-used V (t) = [vij(t)]n×n has vij(t) = µij sin(ωijt)
for some constant µij ≈ 1 and ωij ≈ 1. The parameter ε > 0
determines the frequency of the vibrations. An appropriate
configuration of vibrations can stabilize an unstable system
without any measurements of the states [4].

For general linear systems, one can introduce vibrations
to any mij in the system matrix M = [mij ]n×n. When it
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ẋ = (D + kA)x
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Fig. 1. Coupling strengths can shape the stability of network systems. (a)
The network structure and the system dynamics. (b) If the coupling strength
is small (e.g., k = 0.1) the system is stable. (c) If the coupling strength is
large (e.g., k = 1), the system becomes unstable.

comes to network systems, one can no longer do the same.
For instance, one cannot introduce vibrations to m12 for the
network system depicted in Fig. 1. This is because there is no
connection between the nodes 1 and 2, and it is unreasonable
to inject vibrations in a nonexistent connection.

Therefore, vibrational control in network systems needs to
be constrained by the network structure. It is then natural to
assume that vibrations can only be introduced to the intrinsic
dynamics of node systems di and the coupling strengths aij
in (1). As a result, the vibrational control matrix V (t) has
the following constraint:

vij(t) = 0, if mij = 0. (3)

In other words, the vibrational control needs to have the same
sparsity pattern of the matrix M .

Our goals in this paper become to: 1) investigate the con-
ditions under which a network linear system is stabilizable
using the vibrational control with the above constraint, and,
subsequently, 2) study how to design vibrational control to
stabilize a system satisfying such conditions.

Following [4], we now generalize the definition of vibra-
tional stabilizability to network systems.
Definition 1. The network system described by (1) is vibra-
tionally stabilizable if there exists a vibrational input V (t)
that satisfies (3) and such that the controlled system (2) is
asymptotically stable.

III. VIBRATIONAL CONTROL OF NETWORK SYSTEMS

A. Averaged system and functional network

To study vibational control, a key step is to analyze
the stability of the controlled system (2). Since (2) is a
time-varying system, a typical approach is to associate it
with an averaged system. Then, the stability of (2) can
be indirectly studied by investigating its time-invariant
averaged counterpart (e.g., see [4], [7]).

We first change the timescale to s = t/ε, so that the system
(2) becomes

dx

ds
=
(
εM + V (s)

)
x, (4)

Now, the standard first-order averaging (e.g., see [21,
Chap. 10]) is not applicable here. Indeed, since V (s) has
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zero mean, applying the first-order averaging to (4) just
eliminates the V (s) term and results in the uncontrolled
system dx/ds = εMx.

To avoid this issue, we change the coordinates of (2) be-
fore using averaging. Specifically, we introduce an auxiliary
system

dx

ds
= V (s)x(s)

and let Ψ(s, s0) be its state transition matrix. Applying the
change of coordinates z(s) = Ψ(s, s0)−1x(s), the system
(4) can be rewritten as

dz

ds
= εΨ−1(s, s0)MΨ(s, s0)z. (5)

Since V (s) is often (quasi-)periodic, Ψ is bounded. Then,
the stability of (5) implies that of (2).

We then introduce the averaged system of (5): dz
ds = εM̄z,

where M̄ = limT→∞
1
T

∫ T

0
Ψ(s, s0)−1MΨ(s, s0)ds.

Changing the timescale back to t = εs leads to

ż = M̄z. (6)

The following lemma provides the relation between the
stability of the original (2) and averaged (6) systems. The
proof follows the same line as in [4], [7], [22].

Lemma 1. Assume that M̄ of the averaged system (6) is
Hurwitz. Then, there exists ε∗ > 0 such that for any ε > ε∗,
the system (2) is asymptotically stable. 4

This lemma implies that a system is stabilizable if there
exists a vibrational control such that the averaged system is
stable. Also, to stabilize a system, the problem reduces to
find a vibrational configuration V (s) such that the averaged
system (6) is stable. Therefore, we will refer to the system
(6) as the functional system of the controlled system (2).

Now, let us rewrite the functional system (6) into

ż = M̄z = (D̄ + Ā)z, (7)

where D̄ = diag(d̄1, . . . , d̄n) is the diagonal matrix of M̄
and Ā = M̄ − D̄ is the off-diagonal matrix.

This functional system can be also taken as a network
system. Its differences from the original network system (1)
are: 1) the directed graph associated with (7) becomes Ḡ :=
(V, Ē), where the weighted adjacency matrix is described
by the matrix Ā, and 2) the intrinsic dynamics of node
systems become D̄. We refer to the network described by
Ḡ := (V, Ē) as the functional network of the controlled
system. As one may have observed, vibrational control can
introduce the following functional changes to a network
system: 1) modification of the intrinsic dynamics, and 2)
alteration of the network weights or structure.

B. Vibrational stabilizability

We present our main results in this subsection. First,
we provide some relevant definitions (see Fig. 2 for an
illustration).
Definition 2. A directed acyclic graph (DAG) is a directed
graph that does not contain any directed cycles.
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(a) G = (V, E) (b) G̃ = (V, Ẽ) (c) Ĝ = (V, E\Ẽ)

Fig. 2. Illustration of the definitions. (a) The original graph G. (b) The
graph composed of bidirected edges. (c) The unidirected residual graph Ĝ
is a DAG. From Theorem 1, any linear network system associated with G
is vibrationally stabilizable.

Definition 3. Any two nodes i, j in G = (V, E) are said to
be connected bidirectionally if (i, j) ∈ E and (j, i) ∈ E . The
two edges (i, j) and (j, i) are referred to as bidirected edges.
Let Ẽ := {(i, j) ∈ E : (j, i) ∈ E} be the set of all bidirected
edges.
Definition 4. The graph Ĝ = (V, Ê) with Ê = E\Ẽ is said to
be the unidirected residual of G = (V, E).

Theorem 1 (Structural vibrational stabilizability). Con-
sider a network system described by (1) that satisfies As-
sumption 1 and is associated with the graph G = (V, E). It
is vibrationally stabilizable if the unidirected residual Ĝ of
G is a DAG. 4

Note that the condition is graph-theoretic, only depending
on the network structure, and the weights of the edges do
not matter. This is why we call it a structural vibrational
stabilizability condition. The following example illustrate
how Theorem 1 can be applied.
Example 2. Consider a system that is associated with the
network depicted in Fig. 2 (a). Since the unidirected residual
Ĝ contains no directed cycles (see Fig. 2 (c)), this system is
vibrationally stabilizable. We stress that the condition for
vibrational stabilizability in Theorem 2 is a sufficient one. A
network system that does not satisfy it may still be stabilized.
We will discuss this point in Example 4. 4

As we mentioned earlier, a system is stabilizable if one
can find a vibrational control that actually stabilizes it.
Next, we consider a particular form of vibrational control
to facilitate the proof of Theorem 1 and to show how to
design vibrational control.

C. Design of vibrational control

To make analysis tractable, we consider sinusoidal vibra-
tions (one can consider other types of vibrations in practice),
which means that V (s) = [vij(s)]n×n in the system (4) has
the following form:

vij(s) = µij sin(ωijs). (8)

Also, in this paper, we consider that vibrations are only
introduced to the edges in the network G = (V, E). Let
Ectl ⊆ E be the target set of edges that control inputs are
injected to. Then, the vibrations in (8) satisfy

µij

{
6= 0, if (j, i) ∈ Ectl,

= 0, otherwise.
(9)

The following theorem provides an approach to design the
vibrational control to stabilize a system (which also implies
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Algorithm 1 Control Input Placement

1: Input: G, unidirected residual Ĝ, and Pk, k = 1, . . . ,m
2: Initialize: Ẽ2 = {}, Ḡ = Ĝ, and Ē = Ê
3: for k = 1 : m do
4: find ek ∈ Pk such that Ḡ = (V, Ē ∪ {ek}) is DAG
5: update Ē = Ē ∪ {ek}, Ḡ = (V, Ē), Ẽ2 = Ẽ2 ∪ {ek}
6: end for
7: Ẽ1 = Ẽ\Ẽ2

that the proof of Theorem 1 follows directly). Without loss
of generality, we assume that there are m pairs of bidirected
edges in G, each denoted as Pk := {(ik, jk), (jk, ik)}, k =
1, . . . ,m.

Theorem 2 (Design of vibrational control). Consider a
network system described by (1) that is associated with the
graph G = (V, E), and assume it satisfies the conditions in
Theorem 1. Let the control target set be Ectl = Ẽ1, where
Ẽ1 is generated by Algorithm 1. Then, there exist constants
µij , ωij such that the vibrational control defined in (8) and
(9) leads to the following two statements:

(I) The functional dynamics of the controlled system,
described by (7), is asymptotically stable. Further, the func-
tional intrinsic dynamics satisfy D̄ = D, and the functional
network is represented by a DAG Ḡ = (V, E\Ectl).

(II) There exists ε∗ > 0 such that the controlled network
system (2) is asymptotically stable for any ε > ε∗. 4

The statement (I) of Theorem 2 states that the vibrations
preserve the intrinsic dynamics of node systems, but func-
tionally remove the edges in the target set Ectl from the
original network, resulting in a directed acyclic functional
network. The following lemma guarantees that such a func-
tional system is asymptotically stable (the proof can be found
in the Appendix).

Lemma 2. Assume that the network system described in
(1) satisfies Assumption 1 and is associated with the graph
G = (V, E). Then, this system is asymptotically stable if the
graph G is a DAG.

Algorithm 1 provides an approach to select the control
target set Ectl that contains the edges that we want to
functionally remove. Given m pairs of bidirected edges, our
goal is to remove one edge from each pair such that the
remaining graph becomes a DAG. To decide which edges to
remove (i.e., Ẽ1), we first decide which edges to keep (i.e.,
Ẽ2). The key idea is to add back m directed edges to the
unidirected residual graph Ĝ in m steps, one from each pair
at each step. The following lemma ensures that, starting from
a directed acyclic Ĝ, the graph with one new edge added at
each step in Algorithm 1 is always a DAG. After m steps,
the resulting graph Ḡ is also a DAG. Then, it subsequently
becomes clear which set of edges to remove.

Lemma 3. Consider a DAG G = (V, E). For any pair of
nodes i, j ∈ V satisfying (i, j) /∈ E and (j, i) /∈ E , there
exists a directed edge e ∈ {(i, j), (j, i)} such that the graph
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Fig. 3. Illustration of how to select a target set of edges to control.
(a) Original graph G. (b) The set of bidirected edges Ẽ (dashed) and the
unidirect residual graph Ĝ. From (b) to (c), we add one directed edge
between nodes 3 and 4, resulting in a DAG; from (c) to (d), we add another
edge between nodes 1 and 5, still ensuring the graph is a DAG. In (d1) and
(d2), we show that there is more than one way to add such edges. The added
edges form the set Ẽ2, and then the control target set becomes Ẽ1 = Ẽ\Ẽ2.
Note that both the graphs Ḡ and G̃1 are DAGs.

G′ = (V, E ∪ {e}) is still a DAG. 4
Remark 1. We provide an example in Fig. 3 to illustrate how
a control target set Ẽ1 can be selected. We emphasize that,
for a given network, there can be multiple choices of Ẽ1,
which means that there is more than one way to inject the
vibrational control (see Fig. 3 (d1) and (d2) for an example).

Next, we provide the proof of Theorem 2, which needs the
following lemma (the proof can be found in the Appendix).

Lemma 4. For a network system described by (1) with the
associated graph G = (V, E), let Ẽ be as in Definition 3.
Consider any subset Ẽ1 ⊆ Ẽ and let Ē = (E\Ẽ1). If G̃ :=
(V, Ẽ1) is a DAG, then there exist constants µij , ωij such
that the vibrational control defined in (8) and (9) leads to a
functional network represented by Ḡ = (V, Ē). 4

Proof of Theorem 2: From Lemma 3, the graph Ḡ = (V, Ê ∪
Ẽ2) is directed acyclic. Then, it holds that the edges in Ẽ2
do not form a directed cycle. Consequently, since the set Ẽ1
satisfies Ẽ1 = Ẽ\Ẽ2, Ẽ1 also contains no cycles. It follows
from Lemma 4 that there exist constants µij , ωij such that the
vibrational control defined in (8) and (9) leads to a functional
dynamics with function network represented by Ḡ = (V, Ē).
Lemma 2 implies the asymptotic stability of the functional
system, which provide the statement (I). The statement (II)
follows directly from Lemma 1. �

D. Numerical Studies

In this subsection, we use two numerical examples to
demonstrate our theoretical results.
Example 3. First, we revisit the unstable network system
in Fig. 1 (i.e., k = 1). As argued in Example 2, this
system is vibrationally stabilizable. Following Theorem 2
and Fig. 3, we inject vibrations to the edges (3, 4) and
(1, 5). Specifically, v43(t) = 50

√
1.8/1.1 sin(50t), v51(t) =

100
√

6.5 sin(50
√

2t), and vij(t) = 0 for any other i, j.
As shown in Fig. 4 (b), these vibrations have functionally
removed the edges (3, 4) and (1, 5), resulting in a stable
system. Furthermore, if we decrease the amplitudes of the
vibrations, the system can be stabilized without removing
the edges in the functional network (see Fig. 4 (c)).
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Fig. 4. Vibrational stabilization of the network system in Fig. 1 (c).
(a) The network associated with the uncontrolled system (the red signals
represent the vibrational control inputs). (b) By removing connections from
the functional network [see (b1)], the vibrational control stabilizes the
system [see (b2)]. (c) By weakening connections in the functional network
[see (c1)], the system is also stabilized [see (c2)]. Vibrations are introduced
to edges λ43 and λ51 in both (b) and (c).
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Fig. 5. Example of a vibrational stabilizable network system that does
not satisfy Theorem 1. (a) The network structure and the system matrix.
(b) Without vibrational control, the system is unstable. (c) With vibrational
control on edge λ51, the system becomes stable even if there is a cycle
involving nodes 1, 3 and 4.

Example 4. Now, we consider another unstable network
system depicted in Fig. 5 (a). One can observe that removing
the bidirected edges leads to a network that contains a di-
rected cycle. Thus, the conditions in Theorem 1 are violated.
However, a carefully designed vibration injected to the edge
(5, 1) stabilizes the system (see Fig. 5 (c)). Specifically,
v51(t) = 100

√
2.6/0.4 sin(50

√
2t), and vij(t) = 0 for any

other i, j. With this example, we wish to mention that the
conditions in Theorem 1 are just sufficient. It remains of
interest to investigate the necessary and sufficient conditions.

E. Vibrational control can improve robustness

In the previous subsections, we have studied how vi-
brational control can be used to stabilize unstable network
systems. Now, we show that it can also improve robustness
of stable network systems.

Following [23], we employ the Unstructured Real Stability
Radius (URSR) to measure the robustness of the linear
network system (1). Specifically, the URSR of the system
(1) is defined as

rR(M) := inf
∆∈Rn×n

{||∆||2 : α(M + ∆) ≥ 0}, (10)

where α(·) denotes the spectral abscissa1 of a matrix, and

1The spectral abscissa of a square matrix is the largest real part of its
eigenvalues.
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Fig. 6. Vibrational control improves robustness. (a) The system matrix
M , and the perturbation matrix ∆. (b) Without vibrational control, the
system becomes unstable in presence of perturbation. (c) With vibrational
control on edge λ51 and λ43, the system remains stable even in presence of
perturbation. Perturbation are introduced at t = 2s. (d) A bar chart showing
lower bounds for the URSRs.

|| · ||2 is the spectral norm. The URSR provides a worst-case
measure for the robustness of a system in the sense that all
perturbations with ||∆|| < rR(M) are guaranteed to preserve
the stability of the perturbed system.

We employ the H∞ norm to roughly approximate URSR,
with the relation between them [24] given by

rR(M) ≥
[

sup
ω∈R

σ̄
(
(jωI −M)−1

)]−1

=‖GM (jω)‖−1
H∞ ,

(11)
where σ̄(·) denotes the maximum singular value, j =

√
−1

is the imaginary unit, and GM (jω) = (jωI −M)−1. We
consider a stable system with the associated system matrix
given in Fig. 6 (a). To show how vibrational control can im-
prove robustness, we introduce a perturbation on the intrinsic
dynamics and the connections of the network system at time
t = 2s. We compare the performance of the uncontrolled
system and the controlled one (the vibrations introduced are
the same as in Example 3): the former loses its stability due
to perturbation, while the latter preserves it. We also compare
the inverse of the H∞ norm of the original system and the
functional one. As shown in Fig. 6 (d), the robustness of the
latter is indeed improved by the vibrational control.

IV. CONCLUSIONS

In this paper, we study the vibrational stabilization of
linear network systems. Different from vibrational control
of general linear systems, vibrations are constrained by
the network structure in our case. Sufficient conditions on
the network structure are obtained such that any system
associated with such networks are vibrationally stabilizable.
We also provide an approach to design vibrational inputs
to stabilize such systems. We put forth that the working
principle of vibrational control is to functionally remove
connections or modify the connection weights between node
edges. We also present some numerical experiments to
validate our theoretical findings. As for future work, we
are currently working to extend the obtained results to more
general nonlinear networks.

APPENDIX

Here we present the proofs of the lemmas in Section III.
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Proof of Lemma 2: As G is also a DAG, according to [25],
it can be topologically ordered. Therefore, one can arrange
the vertices of G as a linear ordering that is consistent with
all edge directions. In other words, there exists a permutation
matrix P such that the matrix M̂ =: PMP−1 in the
following system

ẏ = M̂y, with y = Px, (12)

is lower-triangular. Under Assumption 1, one can derive that
the diagonal entries of M̂ are all negative, which means that
M̂ is Hurwitz. Therefore, the system (12) is asymptotically
stable, and so is the system (1). �

Proof of Lemma 3: We construct the proof by contradiction.
Now we assume that G is directed acyclic and both G′1 =
(V, E ∪ {(i, j)}) and G′2 = (V, E ∪ {(j, i)}) contain a cycle.
For G′1, there is a cyclic path

i1 → i2 → · · · → i→ j → ik → · · · → i1. (13)

Likewise, for G′2, there is also a cyclic path

j1 → j2 → · · · → j → i→ jk → · · · → j1. (14)

One can observe from (13) and (14) that in the original graph
G, there is a directed path from i1 to j1 and also from j1
to i1, which implies that G contains a cycle. Observing that
this is a contradiction completes the proof. �

Proof of Lemma 4: As the graph G̃1 = (V, Ẽ1) does not
contain a directed cycle, there exists a permutation matrix P
such that Ṽ (t) := PV (t)P−1 is lower-triangular (following
the same line as in the proof of Lemma 2). Considering the
change of coordinates y = Px, then the controlled system
becomes

ẏ = (M̃ + Ṽ (t))y, (15)

where M̃ = PMP−1.
Now, observe that (15) is a system controlled by a vibra-

tional control that has a lower-triangular form. Then, letting
wij be incommensurable for different pairs of i and j and
following the same steps as in [4], one can derive that the
averaged system of (15) is

ẏ = (M̃ +B)y := M̄ ′y,

where B = −M̃>�C with C = [ck`]n×n such that ckl ≥ 0.
Here, the value of each ck` is determined by the amplitude
and frequency of the the vibrations (i.e., µij and ωij in (8)).
Further, the definition of Ẽ1 ensures that for any two nodes
i and j such that (j, i) ∈ Ẽ1, it holds that (i, j) /∈ Ẽ1 and
(i, j) ∈ E , and thus mji 6= 0. This implies that for any i and
j such that Ṽij(t) 6= 0, it holds that m̃ji 6= 0. Then, since
sign(m̃ij) = sign(m̃ji), one can choose a configuration
of the amplitudes and frequencies, µij ωij , such that M̄ ′

satisfies m̄′k` = 0 for any vibrationally controlled (`, k).
Subsequently, one can derive that the averaged system

ẋ = M̄x of ẋ = (M + V (t))x satisfies M̄ = P−1M̃ ′P
and m̄ij = 0 for any (j, i) ∈ Ẽ1. As a consequence, the
graph associated with this averaged system is Ḡ = (V, E\Ẽ1),
which completes the proof. �
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