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Determining the optimal communication 
channels of arbitrary optical systems using 
integrated photonic processors
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Modes of propagation through an optical system are generally defined as 
the eigensolutions of the wave equation in the system. When propagation 
occurs through complicated or highly scattering media, however, modes 
are better identified as the best orthogonal communication channels to 
send information between sets of input and output apertures. Here we 
determine the optimal bidirectional orthogonal communication channels 
through arbitrary and scattering optical systems using photonic processors. 
The processors consist of meshes of electrically tuneable Mach–Zehnder 
interferometers in silicon photonics. The meshes can configure themselves 
based on simple power maximization or minimization algorithms, without 
external calculations or calibration or any prior knowledge of the optical 
system. The identification of the communication mode channels corresponds 
to a singular value decomposition of the entire optical system, autonomously 
performed by the photonic processors. We observe crosstalk below –30 dB 
between the optimized channels even in the presence of distorting masks or 
partial obstructions. In these cases, although the beams bear little resemblance 
to conventional mode families, they still show orthogonality. These findings 
offer potential for applications in multimode optical communication systems, 
promising efficient channel identification, adaptability to dynamic media and 
robustness against environmental challenges.

Finding the most efficient way to send information through a physi-
cal medium that is not well characterized, time varying or, in some 
cases, even completely unknown is a common problem in many dif-
ferent applications. Some examples include communications through 
turbulent systems1,2 or multimode optical fibres3, imaging through 
scattering media4,5 or tissue6, remote sensing7, and beam shaping 
for localization and positioning8. In all these cases, information is 

carried by electromagnetic waves and the problem translates into 
identifying which waves can best propagate through the medium. 
Structural imperfections, material inhomogeneities and obstacles 
cause scattering and local distortions of the wavefront9, resulting in 
deviations of the wave trajectory, end-to-end power loss and mixing 
or crosstalk among the waves or channels that co-propagate through 
the medium10,11.
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To give an example, we first simulate the case of two identical sets 
of M = N = 9 optical apertures (sources and receivers), which are posi-
tioned on two parallel planes according to a 3 × 3 square array configu-
ration. We assume that the spacing between the apertures of each array 
is about 32λ, where λ = 1,550 nm is the working optical wavelength, and 
that the two aperture planes are separated by a homogeneous medium 
(free space). The numerical solution to the SVD problem is shown in 
Fig. 1d for the first three modes with the highest coupling strengths. 
The different panels show the calculated far fields Ψuk (el, az), k = {1, 2, 3} 
as a function of elevation (el) and azimuth (az) angles that are radiated 
by the left array of apertures when they are excited with the complex 
amplitudes of the left singular vectors ||ψuk ⟩ (note that capital letters 
Ψuk  and Φvk  are used to indicate the far fields of the left and right sin-
gular vectors, respectively). The normalized coupling strengths |σk|2 
for all the nine possible orthogonal communication modes are shown 
in a decreasing order (Fig. 1e). Note that the second and third com-
munication modes are degenerate (Ψu2 and Ψu3 have the same shape, 
just rotated by 90°) with the same magnitude of their singular values 
|σ2| = |σ3|, providing the same coupling efficiency between the two 
aperture planes.

Experimental results
Now, we experimentally demonstrate that by using a pair of photonic 
integrated processors, these orthogonal modes can be automatically 
found. As shown in Fig. 1b, each processor consists of a mesh of tune-
able MZIs that are connected to M and N optical apertures on the left- 
and right-hand side of the optical medium, respectively. The number 
of MZI diagonals, M̂  and ̂N  for the left and right processor, respectively, 
identifies the number of modes the system can support and find, that 
is, min(M̂, ̂N). The two photonic processors used in this work are iden-
tical, with M̂ = ̂N = 2 (Fig. 1c), each diagonal enabling the processor to 
generate or collect a mode of the system15. Two integrated thermo-optic 
phase shifters independently set the relative phase shift between the 
two input waveguides and between the inner arms of each MZI, provid-
ing the desired functionality in the MZIs (Methods provides more 
details on the design and technology of the photonic chip). Two input 
(I1,2)/output (O1,2) waveguides are employed for coupling the light to 
standard single-mode optical fibres.

To automatically find the communication modes of the system, 
the MZI diagonal lines are controlled using a self-configuring algorithm 
aimed at maximizing the optical power at output ports O1 and O2 when 
light is injected at input ports I1 and I2, respectively14,15,31. Methods 
provides a step-by-step description of the operating procedure, and 
Supplementary Section 1 reports the mathematical treatment. Meth-
ods and Supplementary Section 2 describe the electronics employed 
to implement the automated control system. When the system con-
verges to the final state, the cross-power coupling for I1 → O2 and I2 → O1 
is minimized, meaning that the two orthogonal communication modes 
of the system are excited. In these conditions, the unitary processor 
on the left generates the best estimation of the first two left singular 
vectors ||ψ̂um ⟩ ,m = {1, 2} , and the processor on the right collects the 
first two right singular vectors ||ϕ̂vn ⟩ ,n = {1, 2}. Thus, the end-to-end 
transmission (I1,2 → O1,2) can be described by the following matrix 
(Methods):

Σ̂ΣΣ = [
σ11 σ12
σ21 σ22

] , (1)

where σ11 and σ22 are the estimated singular values of the first two eigen-
modes (which are the most strongly coupled channels), whereas the 
off-diagonal terms σ12 and σ21 indicate any remaining crosstalk between 
these channels.

Figure 1f shows the measured far-field beam shapes Ψûk , k = {1, 2, 3} 
once the automated self-alignment of the two processors is completed. 

As shown by the generic scheme in Fig. 1a, any linear electromag-
netic system with M input apertures and N output apertures can be 
described by an N × M matrix Mc. This matrix depends on the optical 
properties of the medium and on the number and position of the aper-
tures. The waves that experience the lowest end-to-end loss between 
these sets of apertures as well as not being subject to mutual mixing cor-
respond to the ‘communication modes’ of the system12,13. If Mc is known 
a priori in some way, these eigensolutions can be readily obtained by 
calculating the singular value decomposition (SVD) of Mc. SVD gives 
the set of orthogonal inputs that couple, one by one, to orthogonal 
outputs, giving independent communication channels. However, in 
many practical situations, Mc is not known; therefore, these solutions 
cannot be mathematically calculated.

In this work, we experimentally show that the best set of orthogo-
nal waves that can propagate through arbitrary unknown optical media 
can be automatically found by using a pair of programmable photonic 
processors consisting of self-configuring meshes of Mach–Zehnder 
interferometers (MZIs), verifying a theoretical prediction of such a 
possibility14. MZI mesh architectures have been extensively used in 
previous works to ‘synthesize’ arbitrary non-unitary matrices by imple-
menting on-chip SVD15,16, with powerful demonstrations in computing 
systems based on photonic vector–matrix multiplication17,18, photonic 
accelerators19, cryptography20, photonic neural networks21–24, photonic 
analogue processors and equation solvers25, and quantum photonic 
processors26.

Here, instead, we use a pair of MZI architectures—one as a trans-
mitter and another as a receiver—to ‘analyse’ an unknown medium 
and find the elements of its SVD factorization14; at the same time, this 
process physically sets up the orthogonal channels or communication 
modes, which are the best-coupled and lowest-crosstalk channels 
through the medium or optical system, independently of the medium 
or optical system.

Specifically, we use programmable meshes of integrated MZIs 
coupled to arrays of surface grating couplers (GCs), capable of generat-
ing27,28, detecting28,29 and spatially resolving30 complex optical beams 
with arbitrary shapes. The computation of mesh settings for these 
waves is physically performed in situ by only using power minimization 
or maximization algorithms, without any need for the precalibration 
of mesh elements, any knowledge of the media or any external com-
putation. We also show that the resulting vectors of input and output 
amplitudes experimentally correspond well to the theoretically opti-
mal orthogonal SVD communication mode channels when the optical 
system is known and can be mathematically treated.

Results
Communication modes of an optical system
In the optical system (Fig. 1a), the ‘left’ and ‘right’ finite apertures define 
where the electromagnetic field is coupled and sampled, and they set 
discrete source and receiver vector spaces. The coupling between these 
sets of apertures can be described by a finite set of discrete bases con-
sisting of M and N elements, respectively. Because of the beam diver-
gence in an unconstrained volume, diffraction and scattering due to 
the presence of obstacles in the free-space path, and coupling loss 
between the optical beam and apertures, the matrix Mc[N×M]  is  
generally non-unitary. Nonetheless, any matrix can be factorized 
according to the SVD as Mc = VΣU†, where U[M×M] and V[N×N] are unitary 
matrices made from the left and right singular vectors ||ψum ⟩ and ||ϕvn ⟩, 
with m = {1,…, M} and n = {1,…, N} as their columns, respectively (Meth-
ods). The orthonormal basis sets {||ψum ⟩}

M
m=1  and {||ϕvn ⟩}

N
n=1  represent 

the ‘communication mode pairs’ of the system12. These orthogonal 
communication modes provide the field complex amplitudes, which 
maximize the power coupling between the source and receiving aper-
tures, where the (power) coupling strengths associated with each mode 
pair are provided by the squared absolute value of the singular values 
|σk|2, k = {1,…, r = rankMc ≤ min(M, N)}.
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Fig. 1 | Automatically finding the best orthogonal communication modes 
with a pair of photonic integrated processors. a, Schematic of a generic optical 
system with M input and N output optical apertures in source and receiving 
volumes, respectively, which can be defined by a coupling matrix Mc. b, Two 
programmable photonic integrated processors made of tuneable beamsplitters 
connected to M (left-hand side) and N (right-hand side) optical apertures are used 
to automatically find pairs of orthogonal communication modes through 
arbitrary optical media. I1,2 and O1,2 are the input and output ports of the 
processor, respectively, which define the end-to-end power coupling and 
crosstalk between two established channels. c, Top-view micro-photograph of 
the silicon photonic chip hosting nine optical apertures (3 × 3 square array of 

GCs) connected to a two-diagonal mesh of thermally tuneable MZIs. d,f, Far-field 
shapes of the first three modes that provide the highest coupling strengths 
between two symmetric sets of apertures (M = N = 9), as numerically obtained by 
computing the SVD of the system (Ψuk , k = {1, 2, 3}) (d) and experimentally 
obtained by finding them using a two-processor system (Ψûk , k = {1, 2, 3}) (f).  
e,g, Simulation (all 9 modes; e) and experiment (first 2 modes; g) show the 
coupling strengths (σij, i = j) normalized to the first mode. h, Orthogonality 
between the different communication modes (σij, i ≠ j) is experimentally 
demonstrated by the low cross-coupling (less than −30 dB). The error bar in the 
bar charts is about ±1.0 dB for optical crosstalk and less than 0.1 dB (about 2%) for 
the coupling strength.
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Both beam shapes and power-coupling strengths (|σij|
2, i = j (Fig. 1g)) 

agree very well with the results obtained from the SVD computation of 
the first two communication modes (Fig. 1d). Supplementary Fig. 1c 
shows a numerical simulation of the beam-shape evolution during the 
self-configuration of the two-mesh system, confirming the agreement 
of the experimental solutions found at convergence.

Interestingly, if the automated reconfiguration procedure of the 
two processors is restarted, the shape of the first eigenmode always 
converges to the Gaussian-like shape of Ψû1, whereas the second 
strongly coupled mode may appear with the shape of Ψû2 or Ψû3 or with 
a combination of the two (Ψû2+3) (Supplementary Video 1). This ambigu-
ity is to be expected for degenerate eigenmodes. Nonetheless, as shown 
in Fig. 1g, the end-to-end coupled power in all these cases (pink bars) 
is almost the same, confirming the degeneracy of these two modes. 
Figure 1h shows that the cross-coupling between all the pairs of orthog-
onal eigenmodes is lower than –30 dB, that is, the off-diagonal terms 
of the Σ̂ΣΣ matrix are negligible (Methods provides the loss analysis of 
the chip-to-chip system). This result confirms that the two-processor 
system automatically implements optical SVD in situ for the first two 
communications modes of the coupling matrix Mc. Therefore, the left 
and right singular matrices U and V, respectively, are correctly esti-
mated by the two processors for these two communication modes and 
are embedded in the settings of the diagonal lines of MZIs.

Arbitrary sets of optical apertures. In the system considered so far, 
due to the symmetry of the left and right array apertures, the shapes 
of the first and second modes resemble (in each diffraction order) the 
shapes of the first and second Hermite–Gaussian (HG) modes. This 
property is not, however, maintained in situations with aperture arrays 
with arbitrary sizes or shapes on either side. Optimum orthogonal com-
munication mode channels still exist in such cases, but we should have 
no expectation that such HG-like shapes are then associated with them.

In the case of left and right arrays with a different number of aper-
tures, the coupling matrix Mc is no longer square (M ≠ N). To experi-
mentally emulate this condition, we used the same optical setup as 
shown in Fig. 1b, but we intentionally switched off selected subsets of 
apertures on both sides by ‘freezing’ an MZI in the chain in its ‘bar’ state, 
optically disconnecting any further MZIs from the processor (Fig. 2a). 
The automated configuration algorithm of the two-processor system is 
applied to control only the field radiated and received by the apertures 
that are operative. This means that in each considered case, the system 
is forced to use different discrete basis functions to describe the field 
at the aperture planes.

In the following, two different cases are considered: (1) Fig. 2b 
shows the case of a non-symmetric system where on one side, the 
number of ‘ON’ apertures in use is kept constant (N = 9 on the right 
side) and on the other side, it is progressively reduced (M = 9, 8,…, 4);  
(2) Fig. 2c refers to a system with the same number of apertures in use 
(M = N) progressively reduced from 9 to 4 according to a (point-)sym-
metric configuration (Extended Data Fig. 1). The bar charts in both 
panels show the singular values σ11 (blue) and σ22 (pink) of the first two 
most strongly coupled modes (normalized to the reference case of 
M = N = 9, leftmost bar) versus the number of apertures that are ON. In 
agreement with numerical simulations (Extended Data Fig. 2 shows a 
comparison with simulations), for both modes, although the coupling 
strength reduces with the number of OFF-state apertures, the coupling 
efficiency of the first mode remains about twice that of the second 
mode. In particular, however, in all the cases, the crosstalk between 
modes (given by σ12 (cyan) and σ21 (orange)) remains below –30 dB, 
confirming the mutual orthogonality of the established solutions.

The beam shapes for some example cases are shown in Fig. 2d. For 
the symmetric case of M = N, the same far-field shapes are obtained for 
the left Ψû1,2 and right Φv̂1,2 modes, whereas for the non-symmetric case, 
M ≠ N different far-field shapes are observed since the left and right 
mode pairs are defined on different discrete spaces (Extended Data 
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û2 v̂2 û2 v̂2

Fig. 2 | Orthogonal modes between arbitrary sets of optical apertures.  
a, Number of input M/output N optical apertures in the source/receiving 
volume can be modified by controlling the corresponding MZIs of the mesh 
processors. b,c, Measured input/output coupling strengths σ11 and σ22 of the 
first two modes (normalized to that of the first mode when M = N = 9) when the 
number of apertures is reduced according to a non-symmetric (M = 9, 8,…, 4; 
N = 9; b) or (point-)symmetric (M = N = 9, 8,…, 4; c) configuration. A high degree 
of orthogonality between the first two modes (crosstalk of less than −30 dB, as 
shown by σ12 and σ21 bars) is experimentally achieved in both cases (Extended Data 
Fig. 2 shows a comparison with simulations). d, Selected far-field beam shapes 
of the left and right modes for a symmetric case (M = N = 9) and a non-symmetric 
case (M = 5, N = 9) (Extended Data Fig. 1 shows a complete set of beam shapes). 
The error bars are the same as those in Fig. 1.
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Fig. 1 shows a complete set of beam shapes). In any case, the reduction 
in the dimensionality of the aperture arrays breaks the original sym-
metry of the 3 × 3 square arrays and the best-coupled modes do not 
even approximately resemble any of the conventional families of  
modes typically considered in free-space optics (for example, HG, 
Laguerre–Gaussian and so on).

Beaming through obstacles. Theoretically, SVD predicts that orthogo-
nal modes do always exist, irrespective of the coupling matrix Mc  
(ref. 12). This means that they can be found even in the presence of 
arbitrary obstacles or strongly scattering media between the aperture 
planes. To demonstrate this, we introduce different types of obstacle 
in the optical path (at the far-field plane; Fig. 1b) that partially obstruct 
and perturb the propagation of the optical field. Figure 3 shows a selec-
tion of obstacles, consisting of amplitude masks, which are patterned 
with the shape of periodic circular spots (Fig. 3a), where the period is 
the same as the diffraction orders in the far-field plane to maximize 
the impact, a non-periodic shape (Fig. 3b) and a phase-only aberrator 
emulated by using a spatial light modulator (Fig. 3c). After inserting 
the masks, the two processors self-configure to find the best end-to-end 
power couplings I1 → O1 and I2 → O2. As expected, the far-field shapes 
Ψû1  and Ψû2  that result after the processors establish the best 
chip-to-chip communication through different obstacles do not cor-
respond to any standard mode sets (for example, HG), yet they are still 
mutually orthogonal. The orthogonality between these modes is 

confirmed by the very low crosstalk (σij, i ≠ j) shown in the bar charts in 
Fig. 3, and the singular values (σij, i = j) are only slightly reduced with 
respect to the reference case (no mask). Extended Data Fig. 3 shows 
other cases with different mask shapes and corresponding beam shapes 
and crosstalks between orthogonal channels.

Data communication experiment. The two-processor system was 
employed to perform a data communication experiment between the 
two chips. Figure 4 shows the eye diagrams and the bit error ratio (BER) 
of two intensity-modulated non-return-to-zero (NRZ) on–off-keying 
(OOK) signals at a data rate of 5 Gbps, which are injected at input ports 
I1 and I2 of the first chip and extracted at output ports O1 and O2 of the 
second chip. The quality of the signals simultaneously transmitted by 
using the modes determined by the processors (Fig. 4a, two channels) 
is comparable with the quality of the signals that are individually trans-
mitted (Fig. 4a, single channel). The presence of an obstacle breaks such 
orthogonality, introducing mutual optical crosstalk and deteriorating 
the transmission performance (Fig. 4b); however, the two-processor 
system can find the pair of optimal communication channels that 
remain orthogonal through such an obstacle, recovering the reference 
BER performance (Fig. 4c).

Discussion
We demonstrated the automatic finding of orthogonal communication 
modes between arbitrary sets of optical apertures at both ends of a 
free-space optical system. The effective computation of these modes 
is physically performed through a pair of programmable photonic 
processors made of self-configuring MZIs, without any knowledge of 
the optical system in between and without any need for the calibration 
of processor elements. Essentially, no crosstalk between mode pairs 
(experimentally better than –30 dB) is obtained even when the number 
and configuration of optical apertures at the two ends are different, 
and even when amplitude obstructions and/or phase perturbations 
are introduced in the free-space medium.

In all cases that can also be readily simulated, these beams experi-
mentally correspond well to the theoretical optimal orthogonal com-
munication mode channels, which can be mathematically calculated 
using SVD. Especially in cases with obstructions or different aper-
ture sets on the two ends, these optimal modes may have little or no 
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û1 û1 û1
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two intensity-modulated NRZ-OOK at 5 Gbps. a, Eye diagrams and BER of the 
reference channels that are individually transmitted (only a single channel 
is switched on) through the system in the absence of any obstacle; when the 
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is observed in the quality of the received signals. b, Insertion of an obstacle 
(specifically, a doughnut-like mask (Extended Data Fig. 3c) is used here) breaks 
the orthogonality between the communication modes causing strong channel 
interference and signal degradation. c, Reconfiguration of the two-processor 
system enables the establishment of a new pair of orthogonal modes that can be 
transmitted through the obstacle with negligible mutual crosstalk.
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similarity to standard mode families; nonetheless, they show low cross-
talk associated with orthogonality. Mathematically, only these SVD 
channels or communication modes maximize the power transmission 
and are orthogonal12.

In this work, these concepts are experimentally validated by using 
photonic processors with two diagonal lines of MZIs connected to nine 
input/output integrated apertures (square arrays of GCs), which are 
used to find the first two orthogonal modes of several different 
free-space optical systems; however, this approach is scalable to more 
than two modes by using mesh architectures with a larger number of 
optical inputs and outputs and more MZI diagonal lines18 (Methods). 
Once the optical apertures in the source and receiving volumes are set, 
all the communication modes between them are sequentially found, 
starting from the one with the strongest singular value (best-coupled 
mode) down to the ones with progressively lower singular values (less 
strongly coupled modes). Modes with closely spaced singular values 
(that is, quasi-degenerate modes) are more sensitive to any perturba-
tion of the system. Therefore, the order according to which 
quasi-degenerate modes are found can be modified by small changes 
in the system, and this is what actually happens to modes Ψû2 and Ψû3 
in the experiment (Fig. 1f). Nonetheless, the modes that are found are 
always guaranteed to be orthogonal, and they represent the two most 
strongly coupled modes in each case.

Within the operational wavelength range of the two-processor 
system (Methods), multiple wavelength-division multiplexed chan-
nels can be mapped onto the same communication mode. This means 
that wavelength can be used as another basis for scaling the number of 
channels, provided that the entire optical system (including obstacles, 
aberrators and so on) equally affects all the wavelengths. Further, each 
mode can be individually established and adaptively optimized (for 
instance, in dynamically varying media) without the need for switch-
ing off the other coexisting modes, provided that each transmitted 
beam is labelled with a suitable pilot tone (Supplementary Section 2)32.

Although the examples reported in this work refer only to 
forward-propagating modes, once the free-space optical system is 
set (that is, the number and position of the input/output apertures and 
the presence/absence of obstacles in between), due to the reciprocity 
of the system, the same mode pairs are established for forward and 
backward propagation. Also, the presented results can be straight-
forwardly generalized to the case of chips that do not remain fixed in 
space, because the two-processor system allows us also to send and 
receive optical beams along different directions27,29.

The proposed system could also be used to find the guided modes 
in a multimode optical fibre that exhibit the highest end-to-end mutual 
isolation even in the presence of bending, deformation and structural 
defects3. Since photonic processors preserve the phase information 
encoded in the optical signals, our approach even applies to coherent 
transmission systems with arbitrary amplitude- and phase-modulation 
formats as well as to spatial-division multiplexing systems to handle 
signal orthogonalization directly in the optical domain33, and does 
not require any digital signal processing at the data rate to make such 
orthogonalization. Finally, the reconfiguration time of photonic pro-
cessors realized on a silicon photonic platform, which is faster than 
10 μs in the case of thermal actuators34 and in the sub-nanosecond 
range for electro-optic actuators35, should also allow real-time adapta-
tion36 of the optimal modes to time-varying media, such as turbulent 
environments, potentially as fast as or faster than available wavefront 
shapers37.
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Methods
SVD factorization of the optical system
In this section, we define the main parameters of the SVD factorization 
of the optical system we are considering. According to SVD theory, any 
matrix can be factorized as

Mc = VΣΣΣU† =

=
⎡
⎢
⎢
⎢
⎣

| |
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(2)

where the dagger † indicates a Hermitian adjoint or conjugate transpose 
(in this ‘Dirac’ notation, 〈α|, which can be viewed as a ‘row’ vector, is the 
Hermitian adjoint of the ‘column’ vector |α〉). U[M×M] and V[N×N] are unitary 
matrices made from the left and right singular vectors as

||ψum ⟩ =
⎡
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⎢
⎣

u1m

⋮

uMm

⎤
⎥
⎥
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⎦

, ||ϕvn ⟩ =
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⎢
⎣

v1n
⋮

vNn

⎤
⎥
⎥
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⎦

, (3)

with m = {1, …, M} and n = {1, …, N} as their columns, respectively, and 
Σ[N×M] is a diagonal matrix with singular values σk, k = {1,…, r = rankMc ≤ 
min(M, N)}, arranged in the descending order according to the magni-
tudes (|σ1| ≥ |σ2| ≥ … ≥ |σr| > 0) of its non-zero elements. Note that the 
choice of ‘left’ and ‘right’ is according to the schematic of the two sets 
of apertures shown in Fig. 1a, which is the opposite of the mathematical 
notation often used with SVD. The inputs ||ψuk ⟩ and outputs σk ||ϕvk ⟩ are 
uniquely specified (at least within the normalization and phase factors, 
and arbitrariness of degenerate solutions), and the orthonormal basis 
sets {||ψum ⟩}

M
m=1 and {||ϕvn ⟩}

N
n=1 represent the ‘communication mode pairs’ 

of the system12.
The sets of orthogonal input vectors ||ψuk ⟩  that couple in a 

one-by-one manner to orthogonal output vectors ||ϕvk ⟩, with coupling 
strengths σk, always exist for any matrix, and hence, such orthogonal 
channels always exist, regardless of the linear medium or optics 
between the inputs and outputs12,13. Note too that, in the communica-
tion modes approach12, it is the pairs of vectors ||ψuk ⟩ and ||ϕvk ⟩ that  
are the ‘modes’ in the system. Each of these vectors is a solution  
of an eigenproblem; ||ψuk ⟩  is an eigenvector of M†

cMc  and ||ϕvk ⟩, of  
McM

†
c  (with relation Mc ||ψuk ⟩ = σk ||ϕvk ⟩ ). The electromagnetic  

field or beam between the inputs and outputs is not itself the mode 
and is not the solution of an eigenproblem, and—unlike many common 
families of ‘modes’—it does not necessarily retain its shape as  
it propagates12.

Due to the symmetry of this specific system, the backward singular 
vectors ||ϕvk ⟩ from the right array of apertures would be the complex 
conjugates (phase conjugates) of ||ψuk ⟩, and therefore would have the 
same power far-field shapes.

The two-processor system is used to estimate the singular value 
matrix Σ as

Σ̂ΣΣ[ ̂N×M̂] = V̂†
[ ̂N×N]

(VΣΣΣU†)[N×M]Û[M×M̂], (4)

where the processor on the left generates the best estimation of the 
left singular vectors ||ψ̂um ⟩ ,m = {1,… , M̂ ≤ M}, which are the columns of 
Û, and the processor on the right generates the right singular vectors 
||ϕ̂vn ⟩ ,n = {1,… , ̂N ≤ N} , which are the columns of V̂. The ‘hat’ in the  
notation is used to indicate parameters that are estimated by the 
two-processor system. The consistency of our numerical and experi-
mental results and their agreement with what we expect from SVD 
modelling (as well as fundamental theory) are strong evidence that the 
two-processor system finds a very good approximation to the ideal 
SVD channels (or communication modes).

Mode orthogonality is evaluated by measuring the end-to-end 
crosstalk, which is given by the ratio between the cross-coupling 
between different modes (off-diagonal terms |σij|

2 of Σ̂ΣΣ, with i ≠ j) and 
the power of the considered mode (diagonal terms |σij|

2, with i = j).

Configuration algorithm
To understand how this system works, consider the architecture shown 
in Fig. 1b. Each photonic processor consists of two diagonal lines of MZIs. 
Suppose first we shine light into the upper waveguide I1 on the left and 
hence into the ‘first’ (blue) diagonal line of MZIs in this processor. For the 
moment, we presume that the phase shifters in the MZIs are set in some 
arbitrary way. As a result, generally, some light will appear out of each 
of the nine waveguides on the right side of this left photonic processor. 
This light emerges from the gratings and passes into the optical system 
(characterized by some matrix Mc). Some resulting light is then collected 
by the gratings at the inputs to the right photonic processor, and passes 
into the first (blue) diagonal line of MZIs in the right processor.

A key point is that this ‘blue’ diagonal line in the photonic proces-
sor on the right can now function as a self-aligning beam coupler31. A 
simple progressive algorithm allows us to set all the MZIs in this diago-
nal line so that all the input power in all the nine waveguides is routed 
to the output waveguide O1 at the upper right. Such an algorithm can 
work by progressively configuring each MZI, starting with the one at 
the bottom left of this row, so that no power from it passes into the 
second (pink) row; equivalently all the power in this MZI is routed to its 
upper output. We can then proceed similarly along the diagonal row of 
MZIs, so all the power ends up in output waveguide O1. We can run this 
algorithm based on signals from mostly transparent photodetectors 
(PDs) in the waveguides between the blue and pink rows32, successively 
minimizing the powers in them, or we can run a version of this algorithm 
based only on maximizing the power in output O1 (ref. 31). The second 
option was used in the experiments reported in this work. In particular, 
a dithering-based strategy was implemented to enable the simultane-
ous monitoring and control of several MZIs with a single external PD 
(see the ‘Control electronics’ section).

This first self-aligning process has successfully coupled all the 
power collected by gratings on the right to output O1, but it has not yet 
established the overall optimum channel through the whole system. To 
find this channel, we can proceed next by turning off the input power at 
port I1, and instead shining power backward into O1. Then, we similarly 
self-align the MZIs in the first (blue) line of MZIs in the left photonic 
processor to couple all this collected backward power into waveguide 
I1. If we then alternately repeat this process forward and backward, the 
whole system will converge to the best-coupled channel, as mathemati-
cally shown in another work14 (Supplementary Section 1). This process 
has, therefore, found the first, most strongly coupled communication 
mode of the entire system, essentially by a variational process.

Now, if we shine input power into the second waveguide I2 in the 
left photonic processor, and hence into the second (pink) line of MZIs, 
this power will emerge from the gratings in that left processor, and 
some of it will be coupled through the optical system and the gratings 
in the right processor and into the waveguides and MZI lines in that 
processor. A key point is that because we have set the ‘blue’ lines of 
MZIs to implement the first communication mode, none of that power 
originally shone into I2 will emerge from the upper waveguide O1. This 
is guaranteed by the orthogonality of the communications modes and 
the unitarity of the processors (where we note that unitary processors 
preserve orthogonalities). Any input fields to the optical system that 
are orthogonal to the first communication mode’s input field will 
generate output fields that are orthogonal to the first communication 
mode’s output field. Instead, all the input power at port I2 will flow into 
the second (pink) line of MZIs in the right photonic processor.

We can then repeat the same kind of backward and forward process 
with these second (pink) lines of MZIs and their associated waveguides 
I2 and O2. This process will converge these second lines to find and 
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implement the second-most strongly coupled communications mode. 
If we had more diagonal lines in the processors, we could continue this 
process to establish successive communication modes.

The forward-and-backward algorithm described above was used 
to configure the two-processor system in the experiments (Figs. 1 
and 2). When performing these experiments, we realized that actu-
ally a forward-only propagation algorithm worked as well, providing 
convergence of the system to the same final state. In the forward-only 
algorithm, the light is shown only in one direction and all the MZIs 
of the same line of the left and right processors are set at the same 
time. For instance, to establish the first communication mode, light 
is injected from input I1 and the 32 phase shifters of the first (blue) 
diagonal lines of MZIs are simultaneously driven to maximize the 
power at the output port O1. Once the first communication channel is 
optimized, the procedure is repeated for the second channel (second 
pink diagonal lines of the MZI). The main advantage of the forward-only 
algorithm is that it requires neither light sources at the receiver side 
nor multiple iterations, so it makes the configuration more practical 
without affecting the degree of mode orthogonality with respect to the 
forward-and-backward algorithm (at least in all the examples consid-
ered in this work). Results reported in Fig. 3 and Extended Data Fig. 3 
were obtained with the forward-only algorithm.

Control electronics
The control strategy employed for the automated self-configuration of 
the photonic processors is based on the implementation of local feed-
back loops that individually monitor and stabilize each MZI tuneable 
coupler15. To this end, dithering signals are applied to the thermo-optic 
phase shifters to identify the deviation from the optimum bias point38 
and maximize the optical power detected at an external PD coupled 
at the output port of the photonic chips. The external PD used in our 
experiment offers better sensitivity (about –55 dBm) than the standard 
integrated PDs available from the silicon foundry (about –35 dBm). 
Such an external PD allows to detect weaker light signals, as required, 
when the automated configuration of the system starts from arbi-
trary conditions of the two processors and the coupling loss can be as 
high as 70 dB (Supplementary Section 3). High-sensitivity integrated 
PDs would be more suitable for real applications and could provide 
an interesting solution for future implementations39. The electronic 
controller of the two-chip photonic system (counting 30 MZIs and 60 
thermal phase shifters) is made of four customized motherboards, 
hosting 16 parallel lock-in chains each with phase shifter drivers and 
readout stages for the extraction of the error signal (Supplementary 
Fig. 2a). Different pairs of orthogonal frequencies, ranging from 6.1 
to 47.6 kHz, are employed for the two phase shifters of each MZI. The 
electrical bandwidth of the feedback loop controller is limited by the 
frequency spacing between the dithering frequencies, thus resulting in 
a stabilization time of about 50 ms for each MZI line. The digital control 
electronics operate with 12 bits, meaning an accuracy of about 1 mV as 
the control voltage on the thermal tuners is in the worst condition (5 V). 
This corresponds to a phase uncertainty of the phase shift induced 
by the thermal tuners of about 1 mrad, which—in an ideal MZI—would 
lead to a negligible crosstalk of about –60 dB per MZI. Supplementary 
Section 2 provides more details on the control electronics.

Photonic processor design and main building blocks
The integrated photonic processors are fabricated on a standard 
220 nm silicon photonics platform (Advanced Micro Foundry) and are 
designed for operation in the 1,550 nm wavelength range. The photonic 
chip size is 5.8 mm × 1.3 mm. Supplementary Fig. 4 summarizes the 
main characteristics of the photonic building blocks used in the pho-
tonic processors. All the waveguides are single-mode channel wave-
guides with 500 nm width and a propagation loss of about 1 dB cm–1. 
The on-chip array of apertures is implemented by means of a 3 × 3 
square array of surface GCs that couple the light into/from free space 

(Fig. 1c). The nine GCs of the two-dimensional (2D) array are standard 
building blocks of the silicon photonics platform; no specific optimiza-
tion of the GC design was carried out because the applications pre-
sented in this work apply to any kind of optical aperture. The 
centre-to-centre spacing of the GCs is 50 μm ≈ 32λ, such spacing being 
constrained by the size of each GC (29.2 μm × 19.3 μm) and by the wave-
guide bundle required for routing the light from each GC to the input 
ports of the MZI processor. The periodicity in the far-field pattern 

(diffraction orders) is a consequence of the large spacing (≫ λ
2
) between 

the array elements, which leads to multiple diffraction ‘replicas’ of the 
underlying mode shapes. Such a spacing is not a critical issue, because 
the presented results apply to any arbitrary spacing between apertures 
and also to randomly positioned apertures (a non-periodic grid). For 
specific applications where grating lobes need to be mitigated, GCs 
with a smaller footprint can be designed to reduce the mutual spacing40 
and double-layer photonic platforms, such as silicon nitride on  
silicon41, can be used to enable a more packed routing of the output  
waveguide array.

Each GC emits/receives transverse-electric-polarized light within 
a radiation angle of 5° × 9° centred around a 12°-tilted direction with 
respect to the normal to the chip surface. The 2D array has an overall 
beamwidth of 0.6° × 0.6°, which is a field of view of about 1.7°. To 
experimentally observe the far field emitted by the two photonic 
chips, a 4f lens system is used, so that the plane of the apertures 
is Fourier transformed and collimated at a resulting Fourier plane 
between the two lenses, that is, the far-field plane (Fig. 1b). Far-field 
measurements are performed with an infrared camera that images 
this Fourier plane (Supplementary Section 3 provides more details 
on the experimental setup).

The MZIs have 3 dB directional couplers with 300 nm gap spac-
ing between the coupled waveguides and 40 μm length of the cou-
pling region. Phase shifters are realized through TiN thermal tuners 
(80 μm × 2 μm) deposited on top of the oxide above the waveguide, 
at a distance of 2 μm above the silicon waveguide core. The thermal 
tuners have a power efficiency of 22 mW π–1 and a time response of 
about 10 μs. To mitigate thermal crosstalk issues, a thermal crosstalk 
cancellation technique42 is used to improve the efficiency of the control 
algorithm. The power consumption for the full configuration of the 
two-processor system, including 30 phase shifters per chip, is about 
1.3 W in the worst case where a 2π phase shift would have to be applied 
to all the thermal tuners of the processor. Scalability of the system to 
larger-scale circuits would benefit from the use of non-thermal actua-
tors, exploiting materials with high electro-optic coefficients such as 
lithium niobate or barium titanate integrated in silicon waveguides, or 
opto-micromechanical phase shifters.

Loss analysis and wavelength dependence
Here we analyse the optical power budget for the free-space setup used 
in our experiments. The mesh processors do not introduce any fun-
damental loss for splitting or combining the beams, since they ideally 
implement unitary linear transformations. An overall on-chip loss of 
about 2 dB is observed, which is due to propagation loss of the wave-
guides (<1.00 dB), bending loss and the excess loss of the directional 
couplers (<0.05 dB each) of the MZIs. The coupling loss between the 
GCs and in/out single-mode fibres is 4.5 dB per optical input/output. 
A 50:50 beamsplitter (3 dB loss) is added in the free-space optics for 
monitoring the beam shapes with the near-infrared camera at the 
far-field plane and an additional 3 dB loss is due to the aberration of the 
optical system and possible minor alignment tolerances in the experi-
mental setup (Supplementary Section 3). For the first-order mode, 
the end-to-end loss of the entire system in the absence of obstacles is 
about 35 dB, meaning that the coupling loss between the free-space 
mode and 2D arrays is about 8 dB per array. Such loss can be substan-
tially reduced by improving the fill factor of the 2D array or by using 
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off-chip focusing/collimating optics, such as lenslet arrays in front of 
the GCs and/or telescopes; nonetheless, since SVD applies to generic 
non-unitary matrices, the orthogonality of the established modes is 
always preserved even in highly lossy systems and through strongly 
diffractive/scattering media.

The GCs are connected to the photonic processor through  
optical waveguides with the same optical length to minimize the 
wavelength dependence of the entire circuit29. The wavelength range 
across which the photonic processors can operate is about 35 nm 
(from 1,535 to 1,570 nm)29, this wavelength range is mainly limited by 
the wavelength-selective response of the GCs and by the wavelength 
dependence of the 3 dB directional couplers of the MZIs. Such  
wavelength dependence can be reduced by using optimized 
designs for broadband GCs43 and for broadband directional 
couplers44.

Scalability to larger optical systems
The effective number of available modes is associated with the non-zero 
singular values of the coupling matrix—that is, with the rank of Mc  
(ref. 12)—which is at most min(M, N). Each additional aperture (on both 
processors) can potentially increase the number of available channels. 
In the system with 3 × 3 apertures, up to nine orthogonal modes exist, 
whose singular values are shown in Extended Data Fig. 2 (evidently, by 
reducing the number of gratings, the available number of modes 
decreases accordingly). Among them, the number of modes that can 
be found by the two-processor system is min(M̂, ̂N) . The number of 
required MZI lines, namely, M̂  and ̂N, scales linearly with the number 
of modes to be found. Therefore, a system with 9 × 9 apertures (on both 
input/output sides M = N = 81) would need up to M − 1 = 80 MZI  
lines per processor to find all the modes, corresponding to 
M(M − 1)/2 = 3,240 MZIs.

By increasing the number of optical apertures and keeping the 
same pitch, the coupling strengths (that is, the singular values) of all 
the modes increase (Extended Data Fig. 2). This result is in line with 
the theory of phased-array antenna systems, where by increasing the 
number of elements, the gain of the radiation pattern increases and 
the beam divergence reduces.

The extension of the approach to the case of chips that do not 
remain fixed in space does not lead to an increase in the complexity 
of either the photonic circuits or the configuration algorithm. In fact, 
each MZI of the transmitter (receiver) integrates an output (input) 
thermal tuner (Supplementary Fig. 2) that is used to adjust the relative 
phase of the optical fields in the waveguide array. These phase shifters 
can be also used to provide the additional phase tilt that is required 
for scanning the beam, as happens in a light detection and ranging 
system45. As a result, pairs of orthogonal beams can be always found 
irrespective of the direction of arrival, because any coupling matrix Mc 
can be decomposed according to SVD, and the two-processor system 
self-configures in the same way as in the case of fixed chips, regardless 
of the direction of the beams.
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Extended Data Fig. 1 | Beam shapes of orthogonal modes between arbitrary 
sets of optical apertures. Complete set of beam pairs (far fields Ψû1,2 and Φv̂1,2) 
measured when the number of input M / output N apertures in the source/

receiving volumes are progressively reduced, a in a non-symmetric configuration 
(M = 9, 8, . . . , 5; N = 9), and b in a (point-)symmetric configuration 
(M = N = 9, 8, . . . , 5).
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Extended Data Fig. 2 | Coupling strength of mode pairs established between 
arbitrary sets of optical apertures. Simulated coupling strengths of modes 
established between the source/receiving volumes when the number of input 
M and output N apertures are progressively reduced a in a non-symmetric 

configuration (M = 9, 8, . . . , 5; N = 9), and b in a (point-)symmetric configuration 
(M = N = 9, 8, . . . , 5). Coupling strengths are normalized to that of the first mode 
when M = N = 9. Experimental data are shown in Fig. 2b,c, while measured beam 
shapes are reported in Extended Data Fig. 1.
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Extended Data Fig. 3 | See next page for caption.
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Extended Data Fig. 3 | Orthogonal modes through obstacles and scattering 
media. The full set of obstacles used in the experiments include metal 
obstructions arranged as a periodic pattern of a circles (and laterally shifted in b), 
c donuts, d crosses, and e a microscale reproduction of the Politecnico di Milano 
logo. The far-field beam shapes of the first two modes Ψû1,2 providing the 
maximum coupling strengths and the minimum mutual cross-talk through these 
obstacles are shown. For each case, bar charts show the coupling strength  
(σij, i = j) and the mutual cross-talk (σij, i ≠ j), which are both deteriorated with the 

insertion of the obstacle (dashed bars, before configuration), and can be mostly 
recovered by optimizing the two photonic processors (solid bars, after 
configuration). In the experiments reported in panel f the obstacle is a phase 
aberrator emulated by using an SLM; the recovery of the coupling strength  
(σij, i = j) and the mutual cross-talk (σij, i ≠ j) is shown for 11 different example 
configurations of the SLM. The peak-to-peak phase shift introduced by the 
phase-only aberrator is 2π.
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