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A B S T R A C T

One of the most significant results of the qualitative literature on national systems of innovation (NSIs) is that
different systemic arrangements (i.e. configurations of actors and institutions) can deliver similar levels of in-
novative performance. Using factor analysis on a novel dataset of 29 quantitative indicators of innovative ac-
tivities we provide an empirical characterization of the structure of European NSIs over the last ten years. Our
results cast doubt on the empirical significance of the “equifinality” of heterogeneous systemic arrangements in
the context of NSI. Innovation systems show inherent complexity, which leads to a high level of complementarity
among their constituent components and configuration. This result implies that successful innovation policies
should be systemic, leaving little flexibility in policy design and scope.

1. Introduction

The period since the mid-1980s has seen the emergence and con-
solidation within the broad field of innovation studies of a lively stream
of work on national systems of innovation (NSIs). The main thrust of the
NSI approach is that innovation and technical change are the outcomes
of a complex pattern of interactions among a wide variety of actors such
as firms, universities and government research institutes. Against this
backdrop, the NSI literature argues that the interactions that take place
within national boundaries are the most relevant. The popularity of the
NSI concept suggests that it has provided policymakers with a see-
mingly highly effective analytical toolkit, and has contributed to put-
ting innovation policies centre stage on growth agendas (Fromhold-
Eisebith, 2007; OECD, 1997).
The results of empirical work on innovation systems have been re-

cognition of the wide heterogeneity of “successful” NSI configurations
(Nelson, 1993). As Nelson puts it: “[…] we, the authors, have been
impressed by the diversity of ‘national systems’ that seem to be com-
patible with relatively strong, and weak economic performance”
(Nelson, 1993, p.20). Far from endorsing an hypostatization of a linear
model of innovation to serve as a blueprint accessible to every country
(Balconi et al., 2010), the overall picture that emerges from Nelson’s
comparative study is one of a wide variety of institutional arrangements
and policies. Countries as diverse as Denmark, Italy and the United

States have developed original solutions and institutional instruments
to foster innovative activity; this is a reflection in part of their idio-
syncratic contingencies but also of different trade-offs among national
policy objectives. Thus, from an early stage the NSI literature has been
moving beyond the traditional benchmarking literature, represented by
Organisation for Economic Co-operation and Development (OECD)
studies of technology gaps in the 1960s (Godin, 2004), precisely by
stressing how different systemic configurations can deliver similar re-
sults regarding innovation performance.
In other words, the interpretation of the qualitative and compara-

tive evidence put forward in the NSI literature suggests that innovation
systems are possibly characterized by strong equifinality, that is, similar
outcomes or levels of performance can be achieved in different ways:
“there are a variety of arrangements to achieve basically the same
thing; a number of our studies when looked together, suggest that this is
so” (Nelson, 1993, p.20).1 Analogous to firms developing similar
competitive advantages based on substantially different competencies
(Eisenhardt and Martin, 2000) or organizational designs (Gresov and
Drazin, 1997; Doty et al., 1993), countries also can achieve similar le-
vels of innovation performance by leveraging various actors, and ex-
ploiting their different characteristics and configurations.
This is mostly in line with Freeman’s (1987) account of the original

policies developed by Japan during the post-war period (ranging from
the activities of the Ministry of International Trade and Industry (MITI)
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to the Keiretsu organizational model). Similarly, Lundvall (1992)
identifies the building blocks of an NSI and how they can be arranged in
different ways to yield effective performance results. For example, in
the Italian case, the weak performance of the R&D systems of large
corporations has been counterbalanced by forms of informal learning
among small firms in the context of industrial districts (Malerba, 1993).
Accordingly, the presence of equifinality provides policymakers with a
variety of workable alternatives, and their task is to identify the most
suitable configuration, taking account of their countries’ specificities.
From this perspective, the emergence of the NSI literature during the
early 1990s represented a crucial shift from what Schot and
Steinmueller (2018)2 dub “framing 1″ innovation policy (the traditional
linear model and market failure approach) to “framing 2″ policies,
which conceive innovation from a systemic view.
Building on these contributions, we aim to test the empirical sig-

nificance of the property of equifinality in the context of European NSIs
in the early 21st century. More specifically, the presence of equifinality
relates to the extent to which countries can compensate for their
shortcomings in some specific dimensions by exploiting their compe-
titive advantage in others, thereby achieving similar performances. In
contrast, non-equifinality points to the existence of strong com-
plementarities among the building blocks of an NSI (firms, universities,
etc.) that call for a holistic approach to innovation policies to avoid
neglecting core components of the NSI. Which of these two perspectives
is more accurate is a research question that has important implications
for policy.
To address these questions, we employ factor and cluster analysis

and a newly constructed country-level database of innovation in-
dicators covering the period 2000 to 2013. In line with recent work on
measuring capabilities at the country level (Fagerberg and Srholec,
2008, 2015), we take account of a wide range of indicators measuring
most of the variables that might affect the innovative performance of a
country. We should acknowledge the limitations of our research ex-
ercise from the outset. Providing a characterization of NSIs relying only
on quantitative indicators involves many conceptual and empirical
difficulties (Archibugi et al., 2009). First, quantitative indicators might
not provide the depth of understanding enabled by detailed country-
level case studies. Second, as Jensen et al. (2007) point out, the DUI
(doing, using, interacting) mode of innovation is inherently elusive and
is not easily represented by quantitative indicators. Third, since in-
novation is a dynamic process characterized by multiple feedbacks, it is
difficult to relate innovation indicators to specific phases of the in-
ventive process or to specific types of innovative activities (Griliches,
1990).3 To try to mitigate these issues, we do not limit our exercise to
traditional country-level indicators but include in the analysis innova-
tion survey data that provide a detailed characterization of the nature
of the innovative processes in different countries at firm level (Mairesse
and Mohnen, 2010).
Our results show that it is difficult to identify empirically different

sub-components (building blocks) of the innovation system that may
work as “substitutes” for the attainment of an effective innovation
performance in different structural configurations. Our factor analysis
extracts only one factor, thereby pointing to a strong degree of non-
equifinality of NSIs. The consequences for policy are that effective in-
novation performance should be regarded as the outcome of the in-
teractions among all the system dimensions. In other words, in the 21st

century and in the context of innovation systems, there may be only one
way to skin a cat.
We contribute to the empirical literature on NSI in several ways.

First, from a theoretical point of view, we frame the NSI notion against
the backdrop of the concept of equifinality. While equifinality is a
concept used in the management and organizational literature, it is
rarely employed to inform discussions of innovation policy. Second, we
contribute to the relatively small literature that tries empirically to
characterize innovation systems in a systematic way. We do this by
combining country indicators with innovation survey data. Finally, the
results of our empirical exercise confirm recent theoretical studies that
argue for a holistic approach to the design of innovation policies at the
country level.
The paper is structured as follows. Section 2 presents a review of the

NSI literature; Section 3 describes the data and methodology used, and
Section 4 presents the results of the empirical exercise. The paper
concludes with a discussion of some policy implications.

2. Literature review

2.1. From the “founding fathers” to the second-generation NSI

Despite the wide appeal of the notion of NSI for both scholars and
policymakers, the concept remains elusive and difficult to articulate
clearly, and even distilling an agreed definition from the literature is far
from straightforward.
The NSI concept emerged gradually during the late 1980s within the

evolutionary and institutional innovation studies tradition. Lundvall
(2007) reports that the first explicit use of the expression “national
innovation system” was in an OECD paper prepared by Christopher
Freeman in 1982, and elaborated later in his influential analysis of the
Japanese economic miracle after the Second World War (Freeman,
1987). The concept gained recognition and became consolidated a few
years later following the publication of Lundvall’s (1992) and Nelson’s
(1993) edited books. In recent years, there has been some criticism and
questioning of both the relevance of a (nationally bounded) systemic
approach to innovation in a world characterized by increasingly glo-
balized value chains (Pietrobelli and Rabellotti, 2011; Szapiro et al.,
2016), and of the operationalization of analysis of the role of the state
within the NSI literature (Vertova, 2014).
On the definition and boundaries to an NSI, Soete et al. (2010)

argue that the original NSI concept on which the literature is in broad
agreement, can be understood in three ways according to the respective
contributions of Freeman, Nelson and Lundvall. Table 1 summarizes the
distinctive features of these three conceptualizations.
Freeman’s work on Japanese technological catching up takes ac-

count of the role played by institutional embeddedness in affecting the
innovative performance of agents. The focal interest is in the factors
affecting the success of industry and innovation policies. Freeman
adopts a “broad” conception of NSI that encompasses analysis of both
formal and informal institutions (e.g. cultural and historical values)
influencing learning and innovative processes.4 The Japanese case
emerges as a remarkable example of how relatively enlightened pol-
icymakers can formulate sensible industry policies while simulta-
neously avoiding the rigidities of a too invasive government interven-
tion.
Lundvall (1992) does not dismiss the relevant role of policies and

institutions but puts more emphasis on the systemic nature of NSI.
Knowledge should not be understood in static terms since knowledge
production is an inherently complex learning process in which a wide
variety of different types of agents (e.g. firms, universities, inventors,
banks, users, etc.) are involved. In this perspective, a successful

2 For very useful critical appraisals of the Schot and Steinmueller (2018)
contribution see Fagerberg (2018) and Giuliani (2018).
3 A classic example of this issue is the extent to which patents can be regarded

as indicators of both innovative output and inventive activity, as we will discuss
later. The blurring line between output and input innovation indicators is open
to criticisms such as those raised against total factor productivity decomposi-
tions in growth accounting exercises. When interactions and feedbacks occur
among the various components of a system it can be misleading to identify the
“independent” contributions of specific factors.

4 See Lundvall (2009) for a discussion of the different definitions of NSI’s
scope.
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innovation system fosters and exploits the learning processes emerging
from the actors’ interactions.
Finally, in the “Nelsonian” tradition, the focus is on the formal R&D

subsystem. Although Nelson and colleagues opt for a narrow definition
of NSI focused on formalized inventive activities in firms and public
organizations, they are careful to consider the importance of institu-
tions and the broader system in which industrial and academic research
is embedded. However, their focus remains primarily the empirical
measurement of scientific and technological performance,5 and leads to
a framework of inquiry that reflects many facets of US experience (for a
historical account, see Nelson and Wright, 1992).
This early literature conceptualizes NSI as a network comprising

nodes (i.e. actors such as firms, universities, users, etc.) connected by
multiple links. The most recent literature has moved away from this
“structural” approach and emphasizes the role of innovation system
functions and processes. Edquist (2005) argues that the early NSI lit-
erature should be seen more as a (descriptive) “approach” rather than
an adequately formulated theoretical framework. Building on work by
Liu and White (2001), Edquist calls for a more rigorous articulation of
the NSI concept, and the development of a systematic list of activities
(or functions) related to the creation and diffusion of knowledge (see
Table 2 for a summary of the main features). In line with this reasoning,
Bergek et al. (2008) discuss how NSI performance can be affected by
certain critical functions.6 Therefore, it is these tasks rather than the
actors that should be at the core of NSI research and policy interven-
tions. Bergek et al. (2008) provide a useful scheme of analysis that
starts from a clear-cut division between the systems building blocks
(actors, networks, institutions) and the functions that an innovation
system ought to perform. This NSI conceptualization allows also for
more straightforward comparison since different actors in different NSIs
may carry out the same function.
The aforementioned two works were elaborated by Fagerberg

(2016), who identifies five main dynamic processes affecting the per-
formance of an innovation system.7 His work differs from previous
accounts of NSI in that he suggests that policies should target these five
processes directly rather than the underlying structure. Furthermore,
the existence of complementarities among system components implies
that policymakers should coordinate interventions across all these do-
mains using a holistic approach to innovation policy.

2.2. The empirical analysis of NSIs

The early NSI literature is mainly empirical and is based on detailed
country case studies. Thus, its appraisals are mostly descriptive and
qualitative. This approach is the consequence of its theoretical starting
point: given the inherent complexity of innovation systems, “local
search” based on comparative assessments was the most sensible ap-
proach to policymaking. As a result, there is a vast comparative lit-
erature on NSI, based mostly on binary comparisons. A perfect example
here is the book edited by Nelson (1993), which provides detailed de-
scriptions of NSIs in several countries and has become a cornerstone of
the discipline. Similarly, in the context of developing countries, Dosi
et al. (1994) use the NSI framework to compare the innovation per-
formance of Latin America and East Asia. Using only few statistical
indicators, they characterize the countries in two main geographical
clusters and offer a qualitative comparison of their institutional ar-
rangements. This type of thick description is not always appropriate for
policymaking purposes since the abundance of detail on each country
comes at the expense of comparability, and can result in a series of
stand-alone results.
The limits of these ad hoc comparisons were highlighted by Patel

and Pavitt (1994) who were probably the first to call for a stricter de-
finition of NSI and its properties in the form of quantitative indicators
to improve the empirical basis for understanding and evaluating na-
tional performance. However, the empirical operationalization of the
NSI concept remains challenging for two main reasons. First, devel-
oping quantitative measures that effectively capture the rich institu-
tional details discussed in the previous subsection is not trivial. Al-
though there are some dimensions of NSI that can be measured (e.g.
patents, R&D expenditure, education level, etc.), indicators capturing
the “soft” part of the system (e.g. institutions, linkages, policies, and
aspects that can be labelled social capabilities in the sense of
Abramovitz, 1986) or DUI-modes of learning, are less susceptible to
quantitative representation, especially in international comparisons
involving a wide range of countries (Jensen et al., 2007).
Second, measurement of innovation processes can be difficult. The

usual indicators such as R&D expenditure and patents give only a
partial view of the characteristics of a country’s innovative process.
Innovation survey data partially overcome this problem by providing
details of the innovation processes at firm level. Several statistical of-
fices have introduced regular innovation surveys, and they are be-
coming increasingly comparable across countries (Mairesse and
Mohnen, 2010).
Third, since a single indicator of innovation performance clearly

cannot capture all the dimensions of innovative activities, the most
recent literature focuses increasingly on the construction of composite
indicators of innovation performance. Composite indexes are attractive
to policymakers because they provide a synthetic (and easy-to-com-
municate) picture of the NSI (see Archibugi and Coco, 2005, for a de-
scription and comparison of several composite indexes of technological
performance). However, composite indicators usually are built by

Table 1
National systems of innovation theorizations of the founding fathers.
Source: Our elaboration from Soete et al. (2010), Freeman (1987), Lundvall (1992) and Nelson (1993).

Author Freeman (1987) Lundvall (1992) Nelson (1993)
Country of inspiration Japan Denmark United States
Aspects emphasized Institutions interplay, deliberate state policies Learning, user-producers interactions Universities and firms' formal R&D effort
Main feature • State policy (MITI)• Technology forecasting• Corporate R&D• Human capital and technical education• Conglomerate industrial structure and

cooperation

• Institutions

• Learning as the most important feature of
the system

• Incremental and cumulative nature of
innovation

• Interactions (mainly of the user- producers
form)

• Institutions

• R&D expenditure (just formal)• Input (GERD) vs. Output (patents, publications) of
the system

• Science and technology interplay• Institutions that support formal R&D

Definition Broad Broad Narrow

5 It is interesting to note that this narrow definition resembles the “Triple
Helix” model, which places government, universities, and firms (and their in-
teractions) at the centre of the innovative process (Etzkowitz and Leydesdorff,
2000)
6 As Bergek et al. (2008) note, they are not the first to introduce the notion of

functions in analysing innovation systems (see, for instance, Hekkert et al.,
2007). However, they go much further than previous attempts in formalizing
the list of functions and in applying them to the study of NSIs.
7 The sixth process refers to the influence from abroad. This is acknowledged

to be important but is somewhat less central in policymaking since it is influ-
enced by national decisions only to a limited extent.
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combining basic indicators with somewhat arbitrary weights. This
choice often is neither guided by theory nor justified on empirical
grounds but responds simply to the necessity to provide a quick mea-
sure of a very complex phenomenon.
Against this backdrop, Fagerberg and Srholec (2008, 2015) propose

a different approach. Rather than focusing on a limited set of variables,
they assemble a relatively large set of indicators and use factor analysis
to unravel the underlying data correlation structure and identify a re-
duced set of composite indicators (i.e. the factors). This procedure al-
lows one to be agnostic about the ex-ante association among the vari-
ables, and to summarize attractively a large amount of information
describing the overall system in a reduced number of components. They
frame their exercise within the development literature comparing a
large set of heterogeneous countries (e.g. sub-Saharan African coun-
tries, Scandinavian countries, etc.) along very different dimensions;
they employ a wide array of indicators including civil rights, respect of
private property, and political freedom. In their work, they find that the
“innovation system” is one of four factors that emerge from the data
(the other three being: “governance”, “openness”, and “political
system”). Intriguingly, the “innovation system” factor identified using
this method has the strongest association with GDP growth.

2.3. Structural heterogeneity and processes: a testable framework

As already noted, one of the main thrusts of the early NSI literature
is the emphasis on a wide variety of possible configurations. This is
probably the main take-away from the comparative analysis in Nelson
(1993): the 15 countries analysed in that volume have not many
characteristics in common. However, despite this heterogeneity, Nelson
and other contributors to the volume point out that radically different
innovation systems can be equally successful (Nelson, 1993). Borrowing
the concept from general systems theory, we can interpret this as an
implicit assumption that NSIs are characterized by the property of
equifinality. In other words, countries can achieve comparable levels of
innovativeness using specific solutions and institutional instruments
that reflect their idiosyncratic situations, their history, and the trade-
offs between the objectives of national policies. Thus, rather than ad-
vocating a “one-size-fits-all” model, the early NSI literature stresses that
different systemic arrangements can deliver similar innovation perfor-
mance results.
Equifinality can also be regarded as the starting point of the second-

generation NSI literature presented in Section 2.1. In this strand of
work, functions and processes stem from the interactions among the
structural components of the system; and while the configurations vary
according to the solution adopted by each country, the functions are
basically the same for every innovation system (Bergek et al., 2008).
Thus, the contribution of the more recent literature is to emphasize a
focus on greater comparability in relation to “what the system does”

rather than how it looks. Obviously, this new characterization resolves
the difficulty related to formulating policy prescriptions in light of a
lack of best practice prescriptions related to the system configuration.
For instance, Fagerberg (2016) shows clearly that adopting a dynamic
perspective can result in clear policy suggestions valid for every NSI.
Fig. 1 provides a representation that reconciles the two generations

of the NSI literature and helps to set the boundaries to our empirical
exercise. The central box shows the actors and their relational config-
uration.8 The choice of these four actors is based on the literature re-
view in Section 2.1 and is fairly straightforward. Indeed, the relevance
of firms, government, and the scientific subsystem as key actors is also
recognized in the innovation policy literature that is outside the strict
NSI domain (Etzkowitz and Leydesdorff, 2000).9 Furthermore, inter-
actions among all the structural components, and with users, are fun-
damental sources of knowledge and learning in the system and con-
stitute an essential part of the innovation process (Lundvall, 1992;
Malerba, 1992).

Table 2
Principal features of the second generation of NSI.
Source: Our elaboration from Edquist (2005), Bergek et al. (2008) and Fagerberg (2016).

Author Edquist (2005) Bergek et al. (2008) Fagerberg (2016)
Dynamic features Activities Functions Processes
Aspects emphasized Clarify the theoretical boundaries of NSI, look for

determinants of the system's main function
Enhance comparability between NSI, single out
processes contributing to overall function

Study dynamic factors influencing
technological dynamics, holistic policy
approach

Factors influencing
performance

• Knowledge inputs• Competence building• Market formation• Demand requirements• Creating organizations• Networking• Creating institutions• Incubating activities• Financing innovation• Consultancy services

• Knowledge development and diffusion• Influence on the direction of search• Entrepreneurial experimentation• Market formation• Legitimation• Mobilization of resources• Development of positive externalities

• Knowledge• Skills• Demand• Finance• Institutions• [Influences from abroad]

Fig. 1. Actors’ configuration and processes of national systems of innovation.
Source: Our elaboration from Etzkowitz and Leydesdorff (2000), Lundvall
(1992) and Fagerberg (2016).

8 In Fig. 1 we do not display any particular configuration and are agnostic
about the presence or absence of specific links among actors.
9 In contrast to the Triple Helix model we do not focus only on universities.

We prefer to refer to the scientific subsystem rather than universities. This al-
lows for a more comprehensive characterization of other institutions involved
in scientific research and advanced training.
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From this central structure stem the five processes described in
Fagerberg (2016) and represented in the surrounding boxes. Those
generic processes are the outcome of the interactions among the dif-
ferent actors composing the bulk of the NSI. For example, skills are
provided by education institutions at various levels (government and
scientific subsystem). Similar arguments hold for knowledge, demand,
institutions and finance. Taken together, the five processes determine
the technological dynamics of the entire system.
In this framework, countries with similar levels of innovative per-

formance have similar “levels” of the five processes; however, these can
be achieved by different actor configurations. The NSI literature em-
phasizes the degree of heterogeneity (and, therefore, equifinality) at the
level of the central large box, rather than outside it. Given the early
finding that different configurations can be equally successful, the most
recent theoretical contributions continue to assume the feasibility of
heterogeneous arrangements. What is interesting in our con-
ceptualization is its empirical testability. Assuming that we can collect
sufficient indicators to describe the structural components of the core
adequately, we can offer an empirical characterization of the hetero-
geneity and, therefore, test for the presence or not of equifinality. The
challenge here is an empirical one due to the difficulty inherent in
adequately capturing the systems institutional factors and “soft” com-
ponents. However, several organizations have made systematic at-
tempts to measure these variables, which has made our task possible
(e.g. MERIT, 2016, and WEF, 2016).

3. Data and methods

In the remainder of the paper we test the assumption of equifinality,
and see whether it is possible to highlight the existence of different
“varieties of NSI” across European countries. We employ our framework
and a wide range of indicators to describe the four key actors in the
system highlighted in Section 2.3. Following Fagerberg and Srholec
(2008), we use factor analysis to extract the main NSI dimensions,
which should allow us empirically to characterize each NSI along the
dimensions extracted, and to provide a quantitative reconstruction of
the heterogeneity emerging from more qualitative accounts.

3.1. Dataset construction

Our empirical analysis of NSI is based on an original country-level
dataset including different dimensions of innovative activities. As ex-
plained in Section 2.3, since we are interested in reconstructing the
possible heterogeneity of the actors and structural configurations, we
include only those variables related specifically to the system actors
depicted in Fig. 1. This represents an important difference between our
analysis and the one in Fagerberg and Srholec (2008), which aims to
capture a broader spectrum of country characteristics and, therefore,
includes several variables related to the political system and social
values.

Table 3 lists 29 variables characterizing the innovation system and
its association with the NSI actors and structures as presented in Fig. 1.
For each actor, we collect two types of variables. First, we use in-
dicators describing its features as a building block (or node in the
network literature) of the system. We use italics to highlight the in-
dicators related to the interaction among actors characterizing the
structural components of the system.10 An example here is uni-
versity–industry collaboration, a variable imputed to both scientific
systems and firms since it measures the strength of the link between
them. Note that our dataset includes indicators either not previously
considered in NSI studies, or discarded because they refer only to short
time spans (for details see Appendix A). Examples of such variables are:
the Hidalgo and Hausmann (2009) indicator of economic complexity,
the results of the World Economic Forum (WEF) Executive Survey and
indicators from the Global Competitiveness Index dataset (WEF, 2016),
and the Institutional Profile Database (MERIT, 2016). Finally, a novelty
of our exercise is that it includes variables retrieved from innovation
surveys conducted in various countries, which enrich the empirical
characterization of the country-level innovation process. Variables such
as the percentage of firms stating that they had introduced a product or
process innovation, combined with their declared relevance of internal
and external sources of innovation, allow integration in the analysis of a
description of firm-level innovation processes (Mairesse and Mohnen,
2010). This partially overcomes the limitations of currently existing
indicators that tend to refer to “technological capabilities” rather than
real “innovative capabilities” (Archibugi et al., 2009).11

We assemble a comprehensive dataset encompassing all the di-
mensions emphasized by the structural literature on NSIs. As shown in
Table 3, we collected indicators on the many dimensions through which
the government influences innovative activities. Similarly, variables on
the scientific subsystem provide a description of the relative speciali-
zation in scientific disciplines, as well as the quality and the interactions
of the research system with the business sector. We also considered the
various peculiarities of the productive subsystem: wage shares, eco-
nomic complexity (Hidalgo and Hausmann, 2009) and patterns of in-
novation are usually thought to reflect different “varieties of capit-
alism” (Soskice and Hall, 2001) and thus, a fortiori, different NSI
configurations. Finally, we looked at the fundamental role of users (and
customers) in innovation dynamics (Lundvall, 1992), considering the
degree of social dialogue as well as the possibilities they have to ac-
tively be part of the innovation process (as proxied by their access to

Table 3
Relevant measures and indicators for measuring NSI capabilities.

Actors Indicators included

Government Government high-tech procurement, Quality of education system, Long term State policies, Expenditure in tertiary education, Social dialogue, Gross
expenditure on R&D

Scientific subsystem Number of researchers, Top Universities (Shanghai index), Science and Engineering graduates, Publications in Science/technology, Top articles (Science
and Nature), Patent applications, Payments received for IPRs, Gross expenditure on R&D, University-industry collaboration

Firms High-tech exports, Business R&D expenditure, Product innovations, Star multinationals (Forbes 2000), Process innovations, Internal sources of
innovations, External sources of innovations, Wage share, Productivity (relative to the US), Hidalgo-Hausmann complexity index, Patent applications,
Payments received for IPRs, Gross expenditure on R&D, University-industry collaboration

Users Fixed and mobile lines, Domestic credit to private sector, Firms' market capitalization, Brain drain, Internet diffusion, Social dialogue

Note: Indicators in italics refer to more than one actor and stem from their interaction. For sources and descriptions of indicators, see Appendix A. IPRs stands for
intellectual property rights.

10 Since these variables refer to the structure of the link they can be asso-
ciated with multiple actors.
11 In their thorough assessment, Archibugi et al. (2009) emphasize the

shortcomings of several indicators commonly used to gauge innovative activ-
ities at country level. In particular, they note that most are better suited to
capturing the technological aspects of innovation, while neglecting the non-
technological side of innovation capabilities (interactions, learning, etc.).
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finance and IT infrastructure).
Our variables are associated with the actors and the structure of the

NSI and not with specific phases of the innovation process. In fact, the
distinction between inputs and outputs can be blurred in the context of
dynamics processes, such as innovation activities, characterized by
significant feedbacks (Aghion et al., 2009). An example here is the
number of a country’s patent applications in a given year, which is
frequently used to proxy for innovation output (performance). In fact,
patents are not just an output of innovative activity, they are also a
source of knowledge (input) for innovation (see, among others, Galasso
and Schankerman, 2015). Moreover, the propensity to patent can be at
least as significant as a synthetic description of some specific features of
inventive activity as an indicator of innovation output. In 2000, Ger-
many applied for almost eight times as many patents to the US Patent
and Trademark Office (USPTO) patents as Italy, despite having similar-
sized manufacturing sectors.12 While this disparity hints at differences
in performance, it also demonstrates the different patterns of innova-
tion prevailing in these two countries: patenting is inherently more
appropriate to protect product innovations, and its use differs across
industry sectors (Cohen et al., 2000) and across countries, and espe-
cially countries characterized by different firm size distributions
(Malerba,1993).13

Our 29 indicators cover the period 2000–2013. In our empirical
analysis we do not use yearly data but focus on data for two benchmark
points in time. The first data point is the average of 2004, 2005 and
2006 yearly data; the second is the average of the yearly data for the
years 2010–2012. The choice of these time-periods is determined by the
timing of the available innovation surveys. Although there is some
coordination among the innovation surveys conducted in Europe, this is
not the case for the Latin American countries (which we employ for
robustness checks) or Japan. Data still missing after the three-year
averages were estimated using information available for other in-
dicators in the dataset using the imputation procedure in Stata 13
software. A description of each indicator and its time span, and the
imputed fraction of the data are provided in Appendix A; descriptive
statistics of the sample over time are provided in Appendix B.
The geographical scope of this analysis is the European Union,14

with the addition of two technological leaders – Japan and the USA – to
provide an additional comparative perspective. The resulting dataset
includes 33 countries. One advantage of a focus on European countries
is that it provides a sample that is simultaneously comparable and
heterogeneous. Indeed, Archibugi et al. (2009) argue that comparative
assessments of innovative activity should be limited to countries with
broadly similar features. In the context of patents, the gap between Italy
and Germany might hint at different specializations and innovation
modes. In contrast, the much wider gap between Germany and any
developing country of a similar size can hardly be a meaningful proxy
for a different NSI configuration. In capturing only the considerable
differences in wealth and economic development, such a comparison
would not be informative. However, a focus on the European Union is
interesting because of the heterogeneity of innovative performance
across European countries, which means one cannot speak of a “Eur-
opean system of innovation” (Borras, 2004).

3.2. Method: factor analysis

We carry out an exploratory factor analysis to condense the max-
imum amount of information available from the dataset of 29 indicators
into a reduced number of composite variables. Factor analysis is an
explorative and unsupervised technique that employs the commonal-
ities (shared variance) of the original variables to reveal the latent
factors. The method assumes an underlying causal model to identify a
limited number of factors that linearly reconstruct the original variables
and are able to account for common variance among the observations
(Bartholomew et al., 2008).
The eigenvalues associated with each potential factor indicate the

share of variance they encompass. The eigenvalue (or scree) plot is
used to decide how many of the factors emerging from the analysis
need to be retained. Usually, identification of the relevant factors is
carried out using a rule-of-thumb or an “elbow” criterion. This consists
of identifying the point where the slope of the curve in the scree plot
levels off. This point, which resembles the shape of an elbow, indicates
how many factors are needed. The relationship between each variable
and the underlying factor is called the factor loading. We compute
factor loadings for each variable using squared multiple correlations
as estimates of commonality in line with the literature (see Friedman
et al., 2001, for a detailed treatment of unsupervised techniques). In
turn, factor loadings are necessary to obtain factor scores, which are
the values taken by the observations when scored on the factors ex-
tracted.
Specifically, we perform a factor analysis using the principal-com-

ponent factor method on the standardized data matrix, and create
factor scores using the Thurstone method. The Thurstone scoring
method defines factor scores as the product of three terms: the factor
loadings matrix, the inverse of the data covariance matrix, and the data
vector of interest (Estabrook and Neale, 2013). Finally, we validate the
factor analysis by performing the Kaiser-Meyer-Olkin (KMO) and Bar-
tlett test of sphericity. Bartlett’s test verifies the null hypothesis that the
sample correlation matrix is an identity matrix, which would indicate
that the selected variables are completely unrelated and, thus, have no
common factors. Similarly, the KMO test provides a measure of the
suitability of the sample for factor analysis based on the degree of in-
ternal correlations. In our case, despite significant correlations among
the variables (see the correlation matrix in Appendix B), the KMO
measure is 0.495, which is close to the threshold usually adopted to
assess sample suitability for factor analysis. The low level for the KMO
test is driven mainly by three variables that have low correlations with
the other variables: namely, firms’ market capitalization, social dia-
logue, and wage share. If we exclude them, the KMO value becomes
0.71, which is very acceptable. However, we decided to apply the factor
analysis to the whole sample since we are interested in every indicator
of the NSI structure. Moreover, the result for Bartlett’s test of sphericity
is highly significant even when we consider the whole sample (p-
value< 0.0001, reject H0). Rather than excluding these three variables,
we perform extensive robustness checks to account for the peculiar
pattern of some indicators. Appendix D presents the robustness checks
for the factor estimations.

4. Empirical characterization of NSIs

Fig. 2 depicts the eigenvalues of the factor analysis performed on
the first period of our sample. Using the elbow criterion we find that
one factor explains most (47.5%) of the variance. Our statistical method
identifies only one latent variable. The loadings of this single factor are
presented in Table 4 where the variables within each actor are sorted by
the highest loadings. Almost all of the most relevant and characteristic
indicators for NSI actors (see Table 3) load heavily onto this factor.
Rather than finding different synthetic dimensions for the structural

components depicted in Fig. 1, our factor analysis suggests that a single
factor seems simultaneously to capture all the relevant characteristics

12 To be precise, the World Bank (2016) Development Indicators document
51,736 and 7,877 patents applications from German and Italian inventors re-
spectively. See Appendix A for the sources.
13 Malerba (1993) shows that the most dynamic part of the Italian NSI ar-

guably is composed of small and medium-sized enterprises in the mechanical
sector, which are often characterized by appropriability strategies other than
patenting (Pavitt, 1984).
14We also include in the analysis Turkey, Serbia, and Norway, since in-

novation survey data for these countries are comparable and available from the
Eurostat database.
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of an innovation system.15 Starting with the descriptors of the scientific
subsystem, both quality and science and technology specialization of
tertiary education load highly on that one factor. In addition, it ac-
counts for the specificities of firms and their innovation patterns. It is
interesting to see that the single factor also captures collaborations
between universities and firms, and the high-tech specialization in the
productive system. In the case of users, this one factor is clearly related
to the diffusion of information and communication technology, and also
proxies for the availability of finance are correlated. Finally, all the
institutional variables we included to account for the different roles
played by governments are also related to this factor.
Before providing an interpretation of the factor in the context of our

framework presented in Section 2, we explore its characteristics along
several dimensions. We checked the robustness of the factor analysis in
three ways. First, there could be a plausible concern over the relatively
small sample size compared to the large number of indicators. This is
generally described as “large p, small n”, where n is the number of
observations and p is the number of variables. To deal with this, we
applied a shrinkage technique to estimate the empirical variance matrix
(see Schafer and Strimmer, 2005, for an overview).
This family of procedures strengthens the variance-covariance ma-

trix by inflating its diagonal, making the factor analysis less prone to
small sample instability. The results replicate those presented in Table 4
and Fig. 2, and again lead to a one-factor characterization.16 Second, it
could be argued that the single factor emerges because of lack of
variability in our sample; we extended the countries considered to
check whether our results hold. It is possible that, despite qualitative
and anecdotal evidence to the contrary, the configurations of European
countries are too similar. Thus, we included some Latin American

countries17 to explore the sensitivity of our analysis to the inclusion of
middle-income countries with completely different institutional ar-
rangements. Including Latin American countries is a meaningful ex-
pansion of the sample given the comparability of their innovation
surveys (Bogliacino et al., 2012). The results of the factor analysis in-
cluding the Latin American countries are presented in Appendix D.
Again, the results are consistent with our original findings, showing
that the inclusion of countries with different institutional and structural
configurations does not change our result regarding the influence of a
single factor. Finally, the results might be affected by the inclusion of
countries of very different sizes. We controlled for this by using

Fig. 2. Screen plot of eigenvalues resulting from the data correlation matrix.

Table 4
Results of factor analysis (pattern matrix) for period 1.

Actors Variables Factor Uniqueness

Gross expenditure on R&D 0.8989 0.1919
Government high-tech procurement 0.8395 0.2952
Quality of education system 0.7333 0.4623
Long term State policies 0.5694 0.6758

Government Expenditure on tertiary education 0.4131 0.8293
High-tech exports 0.8545 0.2698
Business R&D expenditure 0.8131 0.3389
Productivity (relative to the US) 0.8064 0.3498
Hidalgo-Hausmann complexity index 0.7950 0.3679
Payments received for IPRs 0.7896 0.3765

Product innovations 0.7245 0.4752
Star multinationals (Forbes 2000) 0.7074 0.4996
Process innovations 0.5095 0.7404

Firms Internal sources of innovations 0.4604 0.7881
External sources of innovations 0.2350 0.9448
Wage share 0.3657 0.8663
Patent applications 0.3329 0.8892

Brain drain −0.8806 0.2246
Internet diffusion 0.8693 0.2444

Users Fixed and mobile lines 0.6798 0.5379
Domestic credit to private sector 0.4465 0.8006
Firms' market capitalization 0.4211 0.8227
Social dialogue 0.4489 0.7985

Number of researchers 0.8837 0.2191
Publications in science/technology 0.8214 0.3253

Scientific
subsystem

Top Universities (Shanghai index) 0.8100 0.3439

Top articles (Science and Nature) 0.8109 0.3424
University–industry collaboration 0.8554 0.2684
Science and Engineering graduates 0.2264 0.9487

Note: 47.5% of variance explained. Extraction method: principal-axis factoring.

Fig. 3. Factor scores' evolution over time.
15 This result is reminiscent of the recent evidence provided by Turchin et al.

(2018) in the context of a study of the long-term evolution of human civiliza-
tions on a global scale. Following an empirical approach very similar to ours,
they collected a large sample of data for societies all over the world and em-
ployed Principal Component Analysis to investigate the internal correlation
structure of their indicators. Their statistical analysis shows that a single
common component is able to account for most of the observed variation.
According to Turchin et al. (2018), the result is only apparently surprising,
since it actually implies, rather plausibly, the existence of strong com-
plementarities among the indicators employed due to the very high social
complexity of the phenomenon investigated.
16 To perform this test we employ the R package ShrinkCovMat described in

Touloumis (2015). The optimal shrinkage intensity is determined by the
package as being 0.15. We then performed the factor analysis on the shrunk
covariance matrix and obtained almost the same results with the only difference
being a slightly flatter scree plot that further highlights the relevance of the first
factor. The results are presented in Appendix D. 17 These include Argentina, Brazil, Chile, Colombia, and Uruguay.
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indicators expressed in per capita terms (Fagerberg and Srholec, 2008);
however, we ran an additional check on whether the sheer size of the
NSI might be at the root of our findings. We ran a weighted factor
analysis using each country’s population size as the weight, thereby
giving more relevance to larger countries. The only appreciable dif-
ference was for the KMO test whose results become acceptable but the
pattern matrix does not change. The results were the same when we
excluded the smallest countries (Estonia, Latvia, Malta, Cyprus, Lux-
embourg) from our sample.
Given that the one-factor description seems accurate and robust

against a number of checks, we examine how countries score on this
single dimension. This involves computing factor scores for each ob-
servation (i.e. country) in the dataset. We exploited our second period
data to assess the stability of the components and whether countries
tend to maintain the same position relative to the others.
The time comparison is not straightforward since we need to main-

tain strict comparability over time. For instance, running two separate
factor analyses for the two periods, and comparing their ranking could
lead to factor scores that are not comparable.18 Therefore, we ensured
comparability among factor scores over time by using the factor loadings
computed on the first period data (Table 4) to extrapolate the scores for
period 2. We multiplied the factor loading matrix computed in period 1
with the inverse of the data covariance matrix and the data vector of
interest in period 2 (Di Stefano et al., 2009). On theoretical grounds, this
is equivalent to assuming that the underlying structure captured by the
factor loadings is invariant over the periods considered. This assumption
is reasonable on the basis of the very short time span chosen, which
hardly allows for major changes in the set of structural indicators con-
sidered. However, we ran the factor analysis only on period 2, and again
found only one factor and with very similar loadings, but whose small
differences in magnitude do not allow comparability over time. Our
approach differs from that of Fagerberg and Srholec (2008), who prefer
to perform the factoring procedure on the two periods jointly, therefore
treating each country’s time observations as a different unit in the pooled

dataset. There is a caveat to this procedure that is acknowledged by the
authors; that is, loss of perfect temporal comparability since preliminary
standardization of the data (a necessary step in factor analysis) in a
pooled dataset makes it impossible to distinguish variability among
countries from time variations within countries.
The results of the time comparison are reported in Fig. 3. The plot

shows that the scores are stable over time: countries tend to lie very
close to the 45-degree line, thus showing little variation. Given the
relatively short time span of our analysis, this is not so surprising since
it can take a long time for the actors and structure of the core of the NSI
to change. Again, this stability suggests that the factor does indeed
capture the structural part of the system.
If we look at country dispersion along the bisector line, a degree of

country heterogeneity emerges. Fig. 3 shows that countries score dif-
ferently for the unique factor and its variability over time. Some
countries register high scores for that single factor but with small var-
iation over time. Other countries’ scores change over time although
their original absolute values were small. The analysis of both factor
scores on the single factor, and factor variation over the two periods,
highlights heterogeneous patterns among countries. To investigate the
strength of these differences we perform a two-step clustering proce-
dure using as clustering variables the factor score in period 1 and the
difference in factor scores between the two periods (see Appendix C).
This identifies groups of countries with similar dynamics over time.
Both the Duda-Hart index and Calinski-Harabasz’s pseudo-F stopping-
rule suggest retaining two clusters. We test the null hypothesis that the
two clusters have equal means with respect to the factor scores, using
the MANOVA tests (Wilks’ lambda, Lawley-Hotelling trace, Pillai’s
trace, Roy’s largest root). All four tests reject the null hypothesis and
confirm that two clusters are representative of our sample.
Table 5 reports the list of countries in each cluster. The results are

depicted in Fig. 4, which indicates that the Laggard cluster shows a
larger variation in the difference between the factors in the two periods.
In order to validate the clusters, Table 6 presents some descriptive
statistics of the relevant variables in the two groups. Countries in the
cluster with higher factor scores have NSIs characterized by farsighted
governments that foster innovation via procurement policies. In the
case of firms, the large difference in product innovations is not matched
by differences in process innovations; the groups mean are within one
standard deviation. The innovation systems of the leading group also
have better links among the key components: stronger collaboration
between firms and universities, and greater social interactions, are
likely to be conducive to innovation.
We can also see that the NSI characterization emerging from our

empirical exercise presents systemic complexity but not in line with the
traditional literature on the NSI published in the 1990s. Instead of finding
a consistent number of relevant dimensions that are strictly interrelated
in complex ways, we find a single (but highly multidimensional) factor.
However, the inherent complexity of the system is not reduced: the
several aspects of innovation systems proxied by our choice of indicators
are found to be so closely interrelated that it is almost impossible to
identify individual building blocks separately from the overall system. In
this perspective, the NSI resembles an emergent complex adaptive system
that cannot be reduced to the sum of its parts (Ladyman et al., 2013). The
result of our analysis is very similar to an empirical study by Turchin
et al. (2018), who found that social complexity in the long-term evolu-
tion of human civilizations can be well captured by a single principal
component of variation. In both cases, the components of the social
systems analysed show complementarities and interconnections so strong

Table 5
List of countries by cluster.

Leading group Austria, Belgium, Denmark, Finland, France, Germany, Ireland, Japan, Luxembourg, Netherlands, Norway, Sweden, United Kingdom, United States
Laggards Bulgaria, Croatia, Cyprus, Czech Republic, Estonia, Greece, Hungary, Italy, Latvia, Lithuania, Malta, Poland, Portugal, Romania, Serbia, Slovak Republic,

Slovenia, Spain, Turkey

Fig. 4. Factor scores’ evolution over time by cluster.

18 As Tabachnick and Fidell (2007) highlight, pooling the results from several
samples, or from the same sample at different points in time, is not re-
commended since this may obscure the findings.

V. Cirillo et al. Research Policy 48 (2019) 905–922

912



that it is almost impossible empirically to decompose them.
Overall, our finding challenges the extent of multidimensionality

and heterogeneity among NSIs that would be expected from traditional
descriptive accounts. Thus, our findings suggest that according to the
quantitative account provided, the property of equifinality of the in-
novation system does not hold. We discuss the policy implications of
this finding in the next section.

5. Discussion

Our result of NSI non-equifinality offers an interesting perspective
on the theory and scope of innovation policies. Our factor analysis
showed that a single indicator provides a comprehensive character-
ization of the actors and their relations. In our interpretation, this
cannot be understood in terms of limited complexity of the innovation
system; rather, the structure of the system is so tightly interrelated that
the system’s emergent properties cannot be characterized in terms of
relatively independent sub-components. If we regard NSIs as competing
entities, their characterization by a single synthetic factor can be con-
sidered as the outcome of a process of competition taking place among
all countries on a level playing field. Furthermore, this level playing is
challenging and selective, with no shortcuts or protective niches, and
where selection takes places within a single dimension that en-
compasses all the relevant dimensions of a country innovation system.
Using an evolutionary analogy, the NSI competitive environment would
seem to be more similar to the North Pole than to the Galapagos Islands.
Darwin pointed out that the mild climate and friendly environment of
the Galapagos allowed a large variety of alternative species to survive
and thrive. However, a very selective environment does not allow for
the generation of significant variety. Above the Arctic Circle, only a
limited set of evolutionary traits such as thick fur or dense layers of
insulating feathers can ensure survival. This does not exclude the pos-
sibility of equifinality entirely, but it certainly reduces its scope.
The policy implication of this lack of substitutability is less con-

solatory in tone than the message in the original NSI literature. The
existence of a variety of successful configurations for the design of an
innovation system is one of the most (ab)used policy implications in the
NSI literature. However, the results of our exercise suggest that country-
level innovation policies should be holistic. Specifically, countries keen
to improve their innovative performance should rely on comprehensive
and integrated policies that affect all the actors in the system, rather
than on ad hoc interventions focused on a specific actor or issue.
The NSI literature is too often understood as justifying any system

configuration as potentially successful. According to Patel and Pavitt
(1994), this desirable variety is not justification for complacency in the
face of weak performance along specific dimensions. A good example

here is the history of Italian industrial districts. For too long in Italy, the
structural fragility of the science and technology base was overlooked
by policymakers because of the conciliatory narrative of the innovative
dynamism of small and medium-sized firms (see Nuvolari and Vasta,
2015, for a historical perspective). In this respect, our finding provides
empirical support for recent work on innovation policy that advocates a
“systemic approach” (Fagerberg, 2016; Edler and Fagerberg, 2017) in
contrast to earlier studies, such as Woolthuis et al. (2005), which out-
line policy prescriptions that tackle the failure of the specific structural
components of NSIs in an ad hoc way. In this way, our work is related to
some recent contributions on innovation policy (Edler and Fagerberg,
2017; Steinmueller, 2010) that acknowledge the need for a narrow,
market-failure approach to be abandoned in favour of a comprehensive
and holistic perspective, including mission-oriented policies with
clearly defined goals, provided they are able to trigger developments on
a broad front. Although their goals are narrowly defined, some of the
best known and most successful mission-oriented policies are very
broad in scope involving several actors and exploiting their com-
plementarities in multiple ways (see Mowery, 2011, for a description of
US federal policies for the semiconductor industry and Mazzucato,
2013, for the ARPA Project).

6. Conclusion

The aim of this paper was to carry out an empirical investigation of
the innovative process in European economies with a specific focus on
testing the property of equifinality in the NSI structure. In particular,
departing from the qualitative literature on the existence of a variety of
successful NSIs, we applied a data-driven approach to explore the un-
derlying structures that might be related to the NSI concept.
We reviewed the notion of NSI highlighting the salient features of

the three conceptualizations of NSI in the seminal contributions of
Nelson (1993), Freeman (1987) and Lundvall (1992). We further ex-
plored the differences identified by Soete et al. (2010) and compared
them to what we call the “second generation” NSI literature. This more
recent body of work calls for a shift in attention from the NSI’s struc-
tural characteristics (i.e. actors and configuration) to its functions.
Building on these two literature waves, we operationalized their main
tenets into a synthetic framework that seeks to provide a suitable em-
pirical characterization of the main activities of the actors of national
innovation systems. In particular, more recent studies put forward a
more articulated description of NSI, but they tended to neglect com-
parative quantitative evidence. We proposed a way to test the equi-
finality of heterogeneous NSI configurations and our findings resonate
better with the notion of tight complementarity between the functions
of innovation systems.

Table 6
Selected descriptive statistics by cluster.

Leading group Laggards

mean sd min max mean sd min max

Gross expenditure in R&D 2.33 0.72 1.2 4 0.87 0.43 0.4 2
Domestic credit to private sector 119.93 43.05 56.1 193 75.35 60.45 3.7 242
Business R&D expenditure 57.43 10.49 43.8 80 37.29 11.2 7.9 60
Hidalgo-Hausmann complexity index 1.86 0.48 0.8 3 1.15 0.46 0.4 2
Productivity (relative to US) 106.67 31.74 77.7 214 35.46 19.05 11 91
Quality of education system 4.98 0.46 4.2 6 3.8 0.52 3 5
Government high-tech procurement 4.32 0.36 3.5 5 3.56 0.36 2.8 4
Social dialogue 6.69 1.94 2 10 5.34 1.6 2 9
Science and Engineering graduates 21.58 5.11 14.1 30 20.22 4.45 9.5 28
Product innovations 13.48 3.5 8.4 23 6.4 2.94 0.4 14
Process innovations 11.08 3.14 5 19 8.38 3.83 3.1 16
University-industry collaboration 4.95 0.56 3.2 6 3.46 0.51 2.5 4
Long term State policies 3.35 0.73 2 4 2.54 0.65 1 4
N 28 38

Note: For details of indicators, sources and the scaling, see Appendix A, Table A2.

V. Cirillo et al. Research Policy 48 (2019) 905–922

913



The empirical exercise was carried out on a novel dataset and 29
indicators for 33 countries (mostly European, plus the US and Japan as
a benchmark) between 2000 and 2013. The data were retrieved from a
variety of sources ranging from traditional innovation indicators to less
common institutional variables and innovation surveys. The aim was to
capture all the dimensions relevant to European national systems, and
to identify common underlying factors. The exploratory factor analysis
highlights that a single factor is sufficient to account for a large part of
the common variance in the indicators with the remaining factors being
only marginally relevant. The identified factor loads heavily on all the
measures related to the characteristics of the actors in the system and
their configuration, and links different modes of innovation, interac-
tions and institutional arrangements. This result is robust to a number
of statistical checks. The existence of a single factor that is able to
summarize effectively all the relevant dimensions of an NSI is inter-
preted as evidence of strong complementarity rather than substitut-
ability among all NSI actors and configurations. Finally, the dynamic
analysis shows strong stability of the factor, confirming that it captures
the structural part of the system.
Our results have important implications for policy. The high level of

complementarity among the actors and their configurations indicates
that innovation policies should be systemic. This means that a good
policy design should be broadly based and refer to several actors. This
finding contradicts the previous qualitative literature that suggested the
existence of a variety of configurations of a successful innovation
system, while it lends support to recent theoretical studies calling for
holistic innovation policies. Despite making several contributions to the
theoretical and empirical literature on NSI, our analysis has some
limitations, the most important being the extent to which our data
cover all aspects of the structural core of the NSI. Jensen et al. (2007)
argue that any analysis that employs quantitative indicators will be
biased toward measuring ‘“science-technology-innovation” type
learning. However, to our knowledge, our work uses the most

comprehensive data available on countries’ innovative activity and in-
tegrates data sources ignored by previous studies. Another limitation of
our analysis is that our data refer only to the most recent period, which
means that our result concerning the limited equifinality of European
innovation systems may not be an accurate representation for the pre-
2000 period. If this is the case, our paper highlights a newly emerging
feature of the European economy rather than a persistent trait in the
evolution of European innovation systems. In this perspective, our
paper points to a major policy challenge at European level. The holistic
approach to innovation policy we have mentioned above requires large-
scale investments on a broad front for most of the countries in the
European periphery. Therefore, in order to avoid a deepening of eco-
nomic divergence within Europe, it is crucial that economic policies at
European level ensure an adequate breathing space for these kinds of
investments in country budgets.

Acknowledgements

This paper was produced as part of the ISIGrowth project on
Innovation-fuelled, Sustainable, Inclusive Growth which received
funding from the European Union Horizon 2020 research and innova-
tion program under grant agreement No. 649186 ISIGrowth. The au-
thors want to thank Johan Schot, Ed Steinmueller, Jan Fagerberg,
Francesca Chiaromonte, Matteo Sostero, two anonymous referees and
the participants in SPRU’s 50th Anniversary Conference for useful
comments and suggestions. Hiroshi Shimizu kindly provided the data
on the Japanese Innovation Surveys. We would also like to thank
Gabriel Porcile for hosting two of us at CEPAL for a research visit. A
previous version of this paper (“Only One Way to Skin a Cat? National
Innovation Systems in the XXI Century”) was presented at SPRU’s 50th
Anniversary Conference, University of Sussex (September 2016) and at
the workshop “Italian Capitalism: an Unhappy Hybrid”, University of
Siena (March 2017). The usual disclaimers apply.

Appendix A. Data description and sources

Table A1 reports the sources of the surveys’ data and the concordance between the surveys’ timing and the two periods considered in the analysis.
Table A2 reports information about the data used for the factor and cluster analysis. The final column reports the number of missing observations.

Table A1
Sources and timing of the surveys data.

Country Name Period covered Time

Europe Community Innovation Survey (CIS) 2002–2004 1
Community Innovation Survey (CIS) 2004–2006 1
Community Innovation Survey (CIS) 2008–2010 2
Community Innovation Survey (CIS) 2010–2012 2

Argentina Encuesta Nacional sobre Innovacion y Conducta Tecnologica 2002–2004 1
Encuesta Nacional sobre Innovacion y Conducta Tecnologica 2005 1
Encuesta Nacional de Dinamica de Empleo e Innovacion 2010–2012 2

Brazil PINTEC Pesquisa de innovacao 2005 2003–2005 1
PINTEC Pesquisa de innovacao 2011 2009–2011 2

Chile IV Encuesta de Innovacion Tecnologica 2003–2004 1
V Encuesta de Innovacion Tecnologica 2005–2006 1
VII Encuesta de Innovacion en las Empresas 2009–2010 2
VIII Encuesta de Innovacion en las Empresas 2011–2012 2

Colombia Encuesta de Desarrollo e Innovacion Tecnologica 2003–2004 1
Encuesta de Desarrollo e Innovacion Tecnologica 2005–2006 1
Encuesta de Desarrollo e Innovacion Tecnologica 2009–2010 2
Encuesta de Desarrollo e Innovacion Tecnologica 2011–2012 2

Uruguay III Encuesta de Actividades de Innovacion en la Industria 2004–2006 1
IV Encuesta de Actividades de Innovacion en la Industria 2007–2009 2
V Encuesta de Actividades de Innovacion en la Industria 2010–2012 2

Japan Japanese National Innovation Survey 2002 1
Japanese National Innovation Survey 2009 2
Japanese National Innovation Survey 2012 2
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Table A2
Sources and definitions of data used in factor and cluster analysis.

Indicator and definition Scaling Source Missing

Gross expenditure on R&D: expenditures for research and development are
expenditures (both public and private) on creative work undertaken
systematically to increase knowledge.

% of GDP World Bank -World Development Indicators
database

1

Patents applications: patent applications are worldwide patent applications filed
through the Patent Cooperation Treaty procedure or with a national patent office
for exclusive rights for an invention.

Per million of people
[log]

World Bank -World Development Indicators
database

1

Brain drain: this indicator is one of the 12 constituting the Fragile State Index. It
includes measures related to migration per capita, emigration of educated
population, human capital formation and exploitation.

Index (0-9) Fund for Peace - Fragile Country Index Database 0

Social dialogue: capacity of dialogue and compromise different needs and necessity
between firms owners and workers, or between social classes.

Index (1-10) Institutional Profile Dataset - United Nation
University MERIT

0

Number of researchers: total count of professionals engaged in the creation of new
knowledge during a given year. Counted in full-time equivalents (FTE).

Per million of people
[log]

UNESCO Institute for Statistics database 3

Quality of education system: executives’ answer to the question” how well does the
educative system in your country meet the needs of a competitive economy?”
[1=not well at all; 7=very well].

Index (1-7) Global Competitiveness Index database 0

Long term State policies: ability of the State to make a decision, coordination in the
public sphere, cooperation of stakeholders. Answer to the questions: “Are the
actions of the public authorities in line with a long-term strategic vision?”.

Index (1-4) Institutional Profile Dataset - United Nation
University MERIT

15

Government high-tech procurement: executives’ answer to the question “In your
country, to what extent do government purchasing decisions foster innovation?”
[1 = not at all; 7 = to a great extent].

Index (1-7) Global Competitiveness Index database 0

Hidalgo-Hausmann complexity index: this index ranks how diversified and complex a
country’s export basket is. A country is “complex” if it exports highly complex
and variegated products.

Index (rescaled) Hidalgo-Hausmann database 6

High-tech exports: high-technology exports are products with high R&D intensity,
such as in aerospace, computers, pharmaceuticals, scientific instruments, and
electrical machinery.

Per million of people
[log]

World Bank -World Development Indicators
database

32

University-industry collaboration: executives’ answer to the question “In your
country, to what extent do business and universities collaborate on research and
development (R&D)?” [1 = do not collaborate at all; 7 =collaborate
extensively].

Index (1-7) Global Competitiveness Index database 1

Domestic credit to private sector: financial resources provided to the private sector
by financial corporation (through loans, purchases of non-equity securities, trade
credits).

% of GDP World Bank -World Development Indicators
database

1

Payment received from IPRs: charges for the use of intellectual property are
payments received by residents from non-residents for the authorized use of
proprietary rights (such as patents and copyrights). Data are in current US
dollars.

Per capita [log] World Bank -World Development Indicators
database

10

Business R&D expenditure: the indicator provides the percentage of GERD (Gross
domestic expenditure on R&D) financed by business sector as a percentage on the
total.

% of GDP EUROSTAT+RICYT 1

Product innovations: share of interviewed firms which declare to have introduced at
least one product innovation during the period covered by the innovation survey,
see OECD (2005).

% of firms' population Innovation Surveys 7

Process innovations: share of interviewed firms which declare to have introduced at
least one process innovation during the period covered by the innovation survey,
see OECD (2005).

% of firms' population Innovation Surveys 6

Internal sources of innovations: share of interviewed firms which declare to have
introduced an innovation recurring to an internal source of knowledge during
the period covered by the survey, see OECD (2005).

% of firms' population Innovation Surveys 20

External sources of innovations: share of interviewedfirms which declare to have
introduced an innovation recurring to an external source of knowledge during
the period covered by the survey, see OECD (2005).

% of firms' population Innovation Surveys 20

Top articles (Science and Nature): total scientific articles published in English in the
very prestigious peer-reviewed journals Nature (UK) and Science (USA). Total
counting applied.

Per million of people
[log]

ISI Web of Science 0

Top Universities (Shanghai index): the Academic Ranking of World Universities
(ARWU) lists the first 500 universities in the world using six objective indicators
(publications, quality of teaching, etc.).

Per million of people
[log]

Centre for World-Class University (CWCU) Shanghai 0

Internet diffusion: number of individuals who have used internet (from any location
or electronic device) in the last 12 months.

Per 100 people [log] World Bank -World Development Indicators
database

0

Fixed and mobile lines: number of subscriptions to a public mobile telephone service
that provides access to the PSTN using cellular technology or to a fixed line
service provider.

Per 100 people [log] World Bank -World Development Indicators
database

0

Wage share: it is the ratio between compensation of employees and the total output
of the economy (proxied by GDP). Adjustments are made in order to make the
figure reflect only effective changes in the ratio and not in the composition of
total employment.

% of GDP AMECO and Economic Commission for Latin
America and Caribbean (ECLAC) Database

4

Productivity (relative to the US): value added per worker relative to the United
States.

Index (USA=100) Economic Commission for Latin America and
Caribbean (ECLAC) Database

2

(continued on next page)
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Lack of data has partially conditioned our choice of indicators, but considering only indicators with complete data for each country would have
resulted in a much more limited dataset. Instead of resorting to listwise deletion or further reducing the number of countries considered we followed
Fagerberg and Srholec (2008) and used an imputation technique (Rubin, 1987). The overall number of missing values was slightly more than 6% of
the dataset. Missing observations were estimated using the regression-based technique implemented by the mi impute command in Stata 13. We
performed 20 imputations for each missing data and then used their averaged values to balance the final dataset. In a handful of cases the value was
negative for indicators truncated at zero, so we replaced them with the minimum observed value for that indicator.

Appendix B. Descriptive statistics

Tables B1 and B2

Table A2 (continued)

Indicator and definition Scaling Source Missing

Firms’ market capitalization: market capitalization is the share price times the
number of shares outstanding for listed domestic companies.

% of GDP World Bank -World Development Indicators
database

12

Expenditure on tertiary education: current expenditure in education refers to staff
compensation and teaching materials other than long-term investments.
Expressed as a percentage of public expenditure.

% of public expenditure UNESCO Institute for Statistics database 7

Science and Engineering graduates: percentage of graduates from tertiary education
graduating in science or engineering programmes in the reference year.

Share UNESCO Institute for Statistics database 4

Publications in science/technology: total number of scientific and engineering
journal articles published in the fields of physics, biology, chemistry,
mathematics, medicine and engineering.

Per 100 people [log] National Science Foundation 0

Star multinationals (Forbes Global 2000): number of multinationals included in the
Forbes global 2000 list, which annually collects the top 2000 firms of the world.
The ranking is based on a mix of four metrics: sales, profit, assets and market
value. The results by country are then normalized by the number of listed
domestic companies.

Share of national public
companies.

Forbes archives and World Bank 0

Table B1
Descriptive statistics of the variables used for the factor analysis by period.

Period 1 Period 2

mean sd min max mean sd min max

High-tech exports 1204.95 1553.61 15.2 7608 1137.50 1175.94 24.0 5033
Payments received for IPRs 160.18 272.81 0 1190 302.16 469.66 0 1774
Number of researchers 2776.81 1643.69 567.8 7687 3246.39 1692.40 804.1 7560
Gross expenditure in R&D 1.37 0.91 0.4 3 1.61 0.93 0.4 4
Domestic credit to private sector 87.03 59.49 3.7 233 101.49 56.07 5.5 242

161Firms' market capitalization 64.97 42.54 16.9 199 44.89 31.19 5.2
Expenditure in tertiary education 89.55 6.36 66.3 99 88.84 5.61 74.4 98
Business R&D expenditure 47.07 14.65 17.2 80 44.60 14.97 7.9 76
Wage share 59.05 6.93 40.8 74 59.83 6.45 46.7 73
Hidalgo-Hausmann complexity index 1.50 0.63 0.4 3 1.40 0.54 0.5 3
Productivity (relative to US) 66.86 45.40 11 214 64.48 41.95 12.1 192
Quality of education system 4.36 0.87 3.3 6 4.24 0.83 3.0 6
Government high-tech procurement 3.98 0.49 3.3 5 3.78 0.54 2.8 5
University–industry collaboration 3.86 0.92 2.5 6 4.33 0.86 3.0 6
Brain drain 3.43 1.84 1 7 3.32 1.50 1.1 6
Social dialogue 6.20 1.84 2 10 5.62 1.87 2.0 8
Science and Engineering graduates 20.75 5.43 9.5 30 20.85 4.05 14.1 29
Product innovations 9.48 4.82 0.4 23 9.33 4.73 1.4 21
Process innovations 10.03 3.57 3.5 16 9.02 3.96 3.1 19
External sources of innovations 15.49 7.00 8.2 40 13.37 5.53 6.7 30
Internal sources of innovations 45.88 14.10 9.1 93 43.79 16.94 6.4 96
Internet diffusion 49.69 19.61 16.1 85 69.12 15.50 40.6 93
Fixed mobile lines 135.53 23.01 79.2 176 158.91 19.97 110.0 198
Long term policies 2.93 0.73 1 4 2.84 0.86 1.0 4
Publications in science/technology 778.61 464.01 137.9 1755 1069.28 480.03 341.5 1948
Patents applications 296.43 598.98 13.2 2826 218.46 402.87 4.2 2268
Top Universities (Shanghai index) 0.32 0.37 0 1 0.32 0.34 0 1
Top articles (Science and Nature) 1.79 1.79 0 6 2.15 2.12 0 8
Star multinationals (Forbes 2000) 56.92 55.63 0 167 73.04 90.92 0 381
N 33 33

Note: For details of indicators, sources and the scaling adopted, see Table A2.
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Appendix C. Cluster analysis

For the clustering analysis presented in Section 4, we use as clustering variables the factor score of each country registered in period 1 and the
difference between factor scores in periods 1 and 2. The procedure followed to obtain factor scores for period 2 and to assure fully comparability over
time is explained in Section 4. The two-step approach allows us to first conduct a hierarchical procedure to detect the number of existing groups,
followed by a non-hierarchical clustering method. The hierarchical agglomerative procedure facilitates the assessment of the number of subgroups in
our sample. We use a single linkage clustering based on Euclidean distance to measure the distances between objects. Selected clusters are those
minimizing the increase in total sum of squares across all variables in all clusters. The Calinski-Harabasz pseudo-F stopping-rule index helps to
identify the correct number of groups in the sample. Then, we perform a non-hierarchical clustering procedure based on k-means method. The non-
hierarchical procedure assigns objects into clusters given a fixed number of groups. The advantage of k-means algorithm is to divide data into the
number of clusters detected in the first hierarchical analysis and then iteratively reassigning observations until the distance of observations within
clusters is minimized and the distance between clusters is maximized. We try to perform the analysis with both specific cluster seeds and without
assignment (random selection performed in Stata). However, the k-means method using randomly selected starting points seems to be quite weak
compared to the selection of k starting points (De Jong and Marsili, 2006). Therefore, we decide to use the centroids of the initial hierarchical
solution (k= 2) as starting points. Finally, we perform a MANOVA test in order to assess clustering variables validity and cluster stability as post
estimation check.

Appendix D. Robustness check

See Figs. D1–D4.
See Table D1.

Fig. D1. Scree plot of eigenvalues when removing three variables (see Section 3.2 for details).

Fig. D2. Scree plot of eigenvalues after shrinkage (see Schafer and Strimmer, 2005).
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Fig. D3. Scree plot of eigenvalues including Latin America.

Fig. D4. Scree plot of eigenvalues using population weights.

Table D1
Robustness check for the factor analysis (period 1).

Without variables Shrinkage Latin America Weighted factor

Gross expenditure in R&D 0.9043 0.8220 0.8915 0.9160
Domestic credit to private sector 0.4398 0.5746 0.5388 0.8584
Firms’ market capitalization – 0.5975 0.4187 0.7271
Expenditure on tertiary education 0.4108 0.1154 0.1952 0.4621
Business R&D expenditure 0.8151 0.7471 0.7724 0.8169
Wage share – 0.5285 0.6165 0.7234
Hidalgo-Hausmann complexity index 0.7954 0.7394 0.8597 0.8459
Productivity (relative to US) 0.7987 0.7763 0.8276 0.8674
Quality of education system 0.7406 0.5752 0.7987 0.8410
Government high-tech procurement 0.8428 0.7298 0.8045 0.8729
University–industry collaboration 0.8638 0.8010 0.8315 0.9109
Brain drain −0.8769 −0.7623 −0.8129 −0.8551
Social dialogue – 0.2601 0.4267 0.059
Science and Engineering graduates 0.2351 0.1528 0.2740 0.4154
Product innovations 0.7336 0.8528 0.7967 0.5183
Process innovations 0.5048 0.1301 0.6733 0.1763
External sources of innovations 0.2375 0.3851 0.4839 0.0638
Internal sources of innovation 0.4586 0.5862 0.6511 0.1629
Internet diffusion 0.8648 0.7529 0.9011 0.9408
Long-term State policies 0.5694 0.4821 0.4519 0.4923
Star multinationals (Forbes 500) 0.7117 0.6425 0.6846 0.6544

(continued on next page)
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Number of researchers 0.8827 0.7164 0.8857 0.9292
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Fixed and mobile lines 0.6693 0.4838 0.7841 0.4581

Sample size 33 33 33 33
Kaiser-Meyer-Olkin test 0.710 0.884 0.495 0.556
Bartlett’s test p-value < 0.000 p-value < 0.000 p-value < 0.000 p-value <0.000
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