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Abstract

We maintain that Chris Freeman’s approach to the study of the interplay between technical change

and economic growth is still a very fertile source of insights. Alas, in much of mainstream research

Freeman’s contribution is hardly considered. We show that this is a result of the basic assumptions of

neoclassical growth theory (both “old” and “new”) that prevent a pregnant treatment of technical and

institutional change. We conclude that if we want to make real progress with understanding the long-

run dynamics of capitalist systems, Freeman’s “reasoned history” is an invaluable starting point.

JEL classification: 033, 040, 043

1. Introduction

The first issue of Industrial and Corporate Change (2019) features the paper “History, Co-Evolution and Economic

Growth” by Chris Freeman (2019). The paper, which in this day and age will probably appear as unusually long,

rich and dense to many young readers, was originally written in 1995 as a working paper for the research project

System Analysis of Technological and Economic Dynamics at the International Institute for Applied Systems

Analysis (IIASA) coordinated by one of us (Dosi). Many of the themes touched in the paper were subsequently further

elaborated and revised in the classic volume As Time Goes By (Freeman and Louç~a, 2001).

Together with Richard Nelson, Sidney Winter, and Nathan Rosenberg, Chris Freeman was one of the “founding

fathers” of the modern economics of innovation (Mowery et al., 2019). The breadth and depth of his contributions

to this field cannot be underestimated, ranging from the development of quantitative indicators for the systematic

measurement of scientific and technological activities, to detailed empirical studies of the sources, drivers and effects

of technical change in key-industrial sectors, to the formulation of challenging interpretations of the patterns of tech-

nical change and their connections with the long-run economic growth both in advanced and developing countries.1

Besides, Chris Freeman is still universally acknowledged as a wonderfully inspiring scholar by virtue of his unique

“human touch” made of kindness, warmth, and generosity with little patience for any form of affectation or posture.

1 For useful assessments of Chris Freeman’s contributions, see Dosi. G (2010), Soete and Dosi (2010), and Fagerberg et al.

(2011).

VC The Author(s) 2020. Published by Oxford University Press on behalf of Associazione ICC. All rights reserved.

Industrial and Corporate Change, 2020, Vol. 29, No. 4, 1021–1034

doi: 10.1093/icc/dtaa016

Advance Access Publication Date: 24 June 2020

Notes and comments

D
ow

nloaded from
 https://academ

ic.oup.com
/icc/article-abstract/29/4/1021/5861730 by guest on 23 July 2020

https://academic.oup.com/


On these grounds, the decision to publish “History, Co-Evolution and Economic Growth” can be seen simply as an

overdue tribute to commemorate one the most important scholars in the field of innovation studies.

Still, Chris’ paper continues to present several points of interests touching fundamental analytical and policy chal-

lenges that some further reflections are in order. This special section of Industrial and Corporate Change contains

commentaries to Freeman’s paper by Richard Nelson (2020), Jan Fagerberg and Bart Verspagen (2020), Francisco

Louç~a (2020), and a full article by David Sainsbury (2020). These commentaries all agree in pointing out that the

paper will repay careful reading and they discuss the wealth of insight emerging from it. All the commentaries can be

read and appreciated in their own right, so we do not think it is necessary to summarize them in detail in this

Introduction. Rather, we prefer to provide a further direct commentary to the paper highlighting some issues that we

believe are of extreme importance for our understanding of the long-run process of economic growth. We shall start

by recalling the major historical issues that any interpretation of “modern economic growth” (Kuznets, 1973) must

tackle.2 Next, we discuss Freeman’s interpretation building on his view of technological change. Then, we move to

the interplay between technology, institutions, and economic performance. Finally, we consider Freeman’s assess-

ment of the British industrial revolution as a testbed for his suggested framework for “reasoned history,” also in the

light of some recent research on the subject.

2. Modern economic growth: the interpretative challenges

There are at least three fundamental “stylized facts” of “modern economic growth” which also represent major chal-

lenges to historians and economists alike3:

(SF1) First, how and why did we observe, for the first time in human history and in a small portion of the entire

world, a secular persistent growth in per capita incomes?

Figure 1 provides a snapshot on the beginnings of modern economic growth using the available estimates original-

ly constructed by Angus Maddison (Figure 1a) and the subsequent refinements of the Maddison Project (Figure 1b).4

Needless to say, both sets of data are fragile and they need to be regarded as tentative conjectures on the comparative

contours of long-run economic growth (Nuvolari and Ricci, 2013). Still, they show a picture which is consistent with

more qualitative accounts (see among others, Landes, 1969; von Tunzelmann, 1995) and that it is probably reason-

ably accurate, at least in its broad outlines. For the period, 1500–1700, the estimates are also consistent with

Kuznets’ view that the maximum long-term growth rate for a pre-industrial economic system could not exceed the

0.2% per year (Kuznets, 1973: 139). Around the second half of the 18th century, there is a marked acceleration in

the rate of economic growth, taking place, first in England, and then spreading to other Western countries. This ac-

celeration is, of course, an outcome of the industrial revolution. In this perspective, the industrial revolution appears

to be a key turning-point in human history. Before it, economic growth was sluggish and stagnation in living stand-

ards was the dominant feature of economic life. The industrial revolution marks the beginning of a new historical

phase characterized by sustained economic growth. Accordingly, as aptly noted by Freeman in his paper, the origins

of the contemporary world economy are to be found in the fundamental changes it introduced.

(SF2) Second, why is modern economic growth associated with a secular divergence in per capita income itself?

What accounts for it? Or putting it bluntly, why did some countries get rich and other remain dreadfully poor?

Remarkably, in the period considered in Figure 1a and b (1000–1913) the process of “catching-up” is a preroga-

tive of Western countries. For non-Western countries (Japan, China, and India), catching-up is essentially limited to

Japan during the Meiji era. In this case, the fundamental point to emphasize is vividly illustrated in Figure 2 (taken

from Allen, 2011: 6). Around 1750, China and India were producing all together >50% world manufacturing output

2 Kuznets defined Modern Economic Growth in these terms: ‘The epochal innovation that distinguishes the modern eco-

nomic epoch is the extended application of science to the problems of economic production. . ...By science we mean

the study of observable and testable characteristics of the physical world in accordance with the canons of validity

accepted by groups of practitioners called scientists. By science-based technology we mean applied knowledge which

rests, in the reliability of its predictions and practices, upon the verified general knowledge in the sciences and upon

specific observations on materials and so on’ (Kuznets, 1966: 8–9).
3 For a more articulated discussion (see Dosi et al., 1994).
4 The source for the data in Figure 1a is Maddison (2007) and for Figure 1b is Bolt and Van Zanden (2014). The data are

available at https://www.rug.nl/ggdc/historicaldevelopment/maddison/ (accessed on March 26, 2020).
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(again the underlying data should be considered more as controlled conjectures rather than exact figures). Clearly,

Figure 2 shows that the industrial revolution was associated with a major shift in the distribution of global manufac-

turing output, with industrializing countries increasing dramatically their share, while the shares of non-Western

(non-industrializing) countries were progressively shrinking until approximately the early 1950s. This suggests that

industrialization, in the sense of the adoption and development of modern technologies for the production of
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Figure 1. (a) Comparative levels of GDP per capita in selected countries (1990 GK$). Source: Maddison (2007). (b) Comparative lev-

els of GDP per capita in selected countries (1990 GK$). Source: Bolt and Van Zanden (2014).
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manufactures, is a major driver of the patterns of convergence and divergence in the world economy during the nine-

teenth and a large portion of the 20th century.

(SF3) Third, what accounts for fluctuations at different frequencies, and for rarer deeper crises, even in the expo-

nential growth of “developed” economies?

Table 1 shows the average growth rates in GDP per capita taken from the original Maddison dataset. Two points

emerging from the table merit attention. The first is again the dramatic discontinuity brought about by the industrial

revolution. The second is that after the industrial revolution there have been significant changes in the rate of eco-

nomic growth. Interestingly enough, some of these historical phases have clearly an international coverage. For ex-

ample, the period 1913–1950 appears to be a phase of relatively weak economic performance in all the countries of

the table, while, on the other hand, the period 1950–1973 is a period of buoyant economic growth on a world scale.

For a long time, economists have addressed the issues of economic growth without paying much attention to these

major historical discontinuities that marked the long-run evolution of the world economy, which are not easily

accommodated in steady-state growth models. As clearly emerging from Freeman’s paper, a proper understanding of

the process of economic growth requires the development of an interpretative framework that can account in a plaus-

ible way for the different and variable growth rates experienced by the different countries. Freeman’s insight was that

such a framework ought to be based on a careful investigation on the interaction between patterns of technical

change and the evolution of the socio-institutional set-ups.

3. Technical change and long-run aggregate fluctuations

The debate about SF1 and SF2 has traditionally been largely left to economic historians, until damages done recently

by economists in their imperialist drive to claim large territories of economic history as a testbed for growth models.

Figure 2. The geographical distribution of world manufacturing output, 1750–2006. Source: Allen (2011: 6).

Table 1. Rate of growth of GDP per capita in selected countries (annual average compound growth rates)

1000–1500 1500–1820 1820–1870 1870–1913 1913–1950 1950–1973 1973–2003

UK 0.12 0.27 1.26 1.01 0.93 2.42 1.93

USA 0.36 1.34 1.82 1.61 2.45 1.86

Italy 0.18 0 0.59 1.26 0.85 4.95 1.72

The Netherlands 0.12 0.28 0.81 0.9 1.07 3.45 1.67

Germany 0.1 0.14 1.08 1.61 0.17 5.02 1.58

China 0.06 0 �0.25 0.1 �0.56 2.76 5.99

India 0.04 �0.01 0 0.54 �0.22 1.4 3.14

Japan 0.03 0.09 0.19 1.48 0.88 8.06 2.08

Source: Maddison (2007: 383).
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In retrospect, economists, cared, if they cared at all, about SF3, but indeed, after Marx and Schumpeter, very few

addressed it in a systematic manner. And they cared even less about the relevant role of technological change.5

Freeman (1982) laments this state of affairs. In fact, the systematic investigation of the drivers of long-term eco-

nomic growth came mostly with the aggregate analyses by Moe Abramovitz (1956) and Bob Solow (1957) essentially

by default. Up to the early 1980s, in the predominant view epitomized by the Solow model economic growth pro-

ceeded smoothly at a stable growth rate. In the Solow model technical change was reckoned as the key driver of eco-

nomic growth, but it was considered to be the outcome of autonomous developments in science and technology and,

accordingly, treated as an exogenous factor, which could, for many purposes, be approximated by a constant time

drift in the production function. In this framework, as any economics-trained student knows, one starts with the de-

scription of aggregate income with a formula like:

YðtÞ ¼ AðtÞ � F½LðtÞ þ KðtÞ þ . . .�

where Y is income at time t, L, K are labor, capital, and whatever else are the inputs at that same time t. And, A(t) is

a time dependent shift parameter. Finally, the F[.] function is meant to capture the impact of the accumulation of

inputs upon output.

It turns out that no matter the “Kamasutra” of stock variables one puts within the F[.] function, in time-series esti-

mations of the dynamics of Y, its contribution is relatively small as compared with A(t)—which economists mostly

take for “total factor productivity growth,” while, more pointedly, Abramovitz (1956: 11) originally dubbed it the

“measure of our ignorance about the causes of economic growth.”

Given such a theoretical formulation and such evidence, there have basically three types of responses.

A first one addressed the theory and the implications of the way the F-function has been written down. Of course,

nobody denies that, in general, in order to have some output you need some input. But, the largely preferred function-

al form—a degree-one homogeneous function—does not hold:

1. Even under very demanding equilibrium assumption it is simply logically inconsistent: recall the “capital con-

troversy” (for an overview, see Harcourt, 1969).

2. With (nearly) constant distributive shares it is a sheer algebraic tautology (Shaikh, 1974)

Add to that:

3. From all we know now from the empirical evidence on technology, such representation of technology itself is sim-

ply caricatural (as if, given the appropriate relative prices one could produce one million tons of steel with one kilo-

watt of electricity but one billion people breathing on iron oxide! More on this issue in Dosi and Nelson, 2010).

A second stream of responses has led to efforts to “look inside the residual,” which Nate Rosenberg called

“opening up the black box” (Rosenberg, 1982). A great deal of such investigations has gone on since, but, we are

sure, the Abramovitz’s and Solow’s did not disagree with the Nelson, Winter, Rosenberg and, indeed, outstandingly,

Freeman that the movement of the clumsily detected “residual” was due, to a good extent, to the movements of the

endless frontier of scientific and technological knowledge (Bush,1945). This stream basically did not dwell on the

conceptualization of the process of economic growth in terms of a production function (indeed much too little), but,

basically studied in detail at the sources and procedures of innovation, as radically distinct activities from sheer allo-

cation processes. In our view, this is basically what the all economics of innovation is (or at least was at its inception)

about. And, it has enormous ramifications in several domains of economic analysis, including theories of the firm

and of industrial dynamics driven by heterogeneous capabilities of firms and other non-market organizations, and

their evolution. Indeed, as Nelson (2020) and Sainsbury (2020) argue in this volume, the evolution of knowledge and

capabilities is at the core of the explanation of the development patterns of different nations (Dosi et al., 2009).

A third stream of research has followed fundamentally the opposite route, trying to explain away the “residual”

and “endogenize” it. One drive was mainly empirical at least at the beginning, adding further variables to the

Kamasutra of factors comprised in the production function, from capital to human capital, social capital, natural

resources, and climate. Despite all these efforts, success in squeezing the size of the “residual” has not been so high.

Another drive to the same end, much more successful in academic terms, starting from the theory with much smaller

attention to the empirics, has been the “new growth revolution.” Building on the, correct, acknowledgment that a

5 This section draws partially on Nuvolari (2019).
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good deal of technological search is undertaken by business firms, it assumed also that the search can be reduced to

an allocative activity similar to the one postulated for whatever goes on within the F-function (so, now the billion

workers may either breath on iron oxide or on “ideas,” which in turn enters into the productivity of either the kilo-

watt of energy or the breathing on the iron . . .).

There is indeed a major recognition in Freeman’s work of the importance of firms’ search activities. But neither he

nor, for that matter, any other founding father of the economics of innovation could have ever imagined in their

worst nightmares that such activities could be squeezed back into the standard theory of optimal allocation of resour-

ces by forward looking agents, perhaps with “rational technological expectations” (?!).

As we have suggested, in Freeman’s world one did not care much about the strictures of the F-function. Dosi in

his team cared more, being familiar with the “Cambridge controversy,” whereas on the other side of the Atlantic did

not care at all, perhaps unjustly fearing to disappoint the Arrow and Solow of this world (see Dosi’s comments, in

Teece, 2019). In any case, we were all busy in understanding what was going on within the “black box,” discovering

indeed lots of regularities and properties. When most of us realized, if at all, the import of the Counter-Reformation

coming along in the form of endogenous growth theory, it was far too late.

Moreover, on the other side of the Atlantic our friends were looking inside the micro box, never moving to the

macro (Dick Nelson was an exception, albeit mainly on the institutional side, see below). In this, Chris Freeman was

bold and tried head-on to launch a research program that could connect explicitly the effects of technological change

with macro dynamics. In this task, Chris Freeman and his associates (Luc Soete, J. Clark, Luc Soete, and Carlota

Perez) argued for a revisitation of Schumpeter’s perspective of long waves of economic development driven by tech-

nical change (Freeman et al., 1982; Freeman and Perez, 1988, Freeman and Louç~a, 2001; Fagerberg and Verspagen,

2020; Louç~a, 2020, this volume).

This “post-Schumpeterian view” (the term “neo” being now hijacked by the orthodox “new” growth theories) is

based on the notion of “technological system.” With this term Freeman and his co-authors defined a “constellation”

of innovations endowed with strong technological and economic linkages. As a case in point, one can think at the

complementarities between steam engines, machine tools and machinery, and iron production techniques during the

first industrial revolution. One of the salient features of some “technological systems” is their degree of pervasive-

ness, in the sense that they are suitable of being adopted in a wide range of industrial activities.6 According to

Freeman and his colleagues, the long-term evolution of capitalist economies has been characterized by the deploy-

ment of a sequence of these pervasive technological systems. In this perspective, the economic history of capitalist

economies is not characterized by a stable steady-state growth path, but by long-run waves of development, namely

historical phases in which economic growth is rather robust and sustained, intertwined with periods in which the

growth process is relatively sluggish and the overall economic performance (in terms of productivity growth, output

growth, unemployment, etc.) of the system is bleak.

As mentioned, the second half of the 1980s witnessed also the emergence of the “new (neoclassical) growth the-

ory.” In this approach, technical progress was not only regarded as the (endogenous) driving force of economic

growth, but it was claimed that its dynamics could be finally explained using conventional economic analysis.

There is an interesting and little-noticed difference between the “old” and the “new” version of neoclassical

growth theory, in addition to what was discussed above, which Freeman in his paper points out. The “old” neoclas-

sical growth theory did not pretend to be a theory of economic history (Hahn and Matthews, 1964; see also Hahn,

1988). The more circumspect and less ambitious aim of many of the “old” neoclassical growth models was to illus-

trate the behavior of a set of critical variables assuming that a number of very restrictive assumptions were satisfied.

Of course, it was reasonable to hope that an improved understanding of the mechanics of growth in these imaginary

situations—“golden ages” (using an expression coined by Joan Robinson) more likely to belong to some mythical

6 “Changes in technological systems. . .are far-reaching changes in technology, affecting several branches of the econ-

omy, as well as giving rise to entirely new sectors. They are based on a combination of radical and incremental innova-

tions, together with organizational and managerial innovations. . .some changes in technological systems are so far-

reaching in their effects that they. . .have pervasive effects throughout the economy. . .the changes involved go beyond

engineering trajectories for specific product or process technologies and affect the input cost structure and conditions

of production and distribution throughout the system” (Freeman and Perez, 1988: 46–47). Freeman and Perez term these

technological systems (or combination of technological systems) capable of exerting these major reverberations on the

economic systems as “techno-economic paradigms.”
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lost world rather than to the actual course of history of mankind—could contribute to shed some light on the growth

record of capitalist economies. However, at least among the most attentive contributors to the neoclassical approach

as Hahn himself, claims laid in this direction were particularly modest. As Hahn and Matthews stated in their survey,

it was rather clear that historical patterns of economic growth could not be adequately described by means of steady-

state growth models (Hahn and Matthews, 1964).

This seemed to have changed in the new growth theory and well as in the “neo-institutionalist” models

which we shall discuss later on. Not only is there the claim that the new models can finally provide an ad-

equate picture of the endogenous process of technical change. A number of contributions have also contended

that endogenous growth models may be applied in a rather straightforward way to the study of economic his-

tory (Romer, 1996).

In particular, this claim seems to characterize a particular stream of breed of endogenous growth theory, the

so-called general purpose technologies (GPTs) growth models which emerged during the mid-1990s. This class

of models is essentially a “domestication” in the ambit of endogeneous growth theory of a number of key-ideas

that were originally expounded by Freeman and his associates. Sadly, in most cases this endeavor has been car-

ried out without a proper acknowledgment of Freeman’s contributions.7 In the original formulation proposed by

Bresnahan and Trajtenberg (1995), GPTs, which represent a counterpart of the concepts of “technological sys-

tems” and of “techno-economic paradigm,” are defined as technologies endowed with three salient characteris-

tics: (i) they perform some general function, so they can be employed in a wide range of possible application

sectors, (ii) they have a high technological dynamism, so that the efficiency with which they perform their func-

tion is susceptible of being continuously improved, and (iii) they generate “innovation complementarities,” that

is to say that their adoption stimulates further rapid technical progress in the application sectors. Steam power,

electricity, and information and communication technologies (ICTs) are most frequently put forward as clear-cut

examples of GPTs. Although changing the assumptions concerning the structure of technical change, these mod-

els retain the traditional neoclassical micro-foundations based on perfectly rational agents and market

equilibrium.

The innovative aspect of this class of endogenous growth models is that they generate patterns of growth

that are also characterized by alternating phases of acceleration and deceleration determined by the implemen-

tation of successive GPTs, producing, on a long time scale, a Schumpeterian wave-like profile, even if this is

the effect of rather mechanic properties of the models. More specifically, these models assume that each new

GPT requires a rather long period of “acclimatization” in the economic system. Hence, the initial impact of

GPT on productivity growth is limited. This phase of sluggish dynamics of productivity concludes when the

GPT is finally fully “acclimatized” in the economic system and it can exert its full potential. In that instance,

the rapid rate of technological change in the GPT and in the application sectors (due to the innovation com-

plementarities of the GPT) produces an acceleration in the rate of overall productivity growth. Finally, as the

scope for further improvements in the GPT is progressively exhausted, this phase of rapid productivity growth

will gradually peter out.

GPT models are appealing because they hold the promise of providing a simple, albeit insightful account

in which the long-term dynamic of productivity growth is driven by the diffusion of radical innovations fol-

lowing the well-known S-shaped paths.8 However, when moving from the models to their application to eco-

nomic history, the matter becomes immediately thorny. The first note of skepticism toward GPT models has

been voiced in an important contribution by Field (2011). According to Field, the three criteria used for

assessing whether a technology deserves the accolade of “GPT” when looked closely, are far from straightfor-

ward. In fact, one of the main directions of the evolution of the GPT literature has consisted in the

“discovery” of more and more GPTs, besides steam, electricity, and ICT (from other technologies such as the

internal combustion engine and the water wheel to organizational innovations such as the factory system and

mass production, to bodies of engineering knowledge such as chemical engineering). This is rather disquieting

since it probably indicates that, at least so far, that the GPT framework is not really equipped for properly

7 For surveys of this stream of literature see Jovanovic and Rousseau (2005) and Bresnahan (2010). Neither of them men-

tions Freeman’s contributions.
8 For an example of this approach see Jovanovic and Rousseau (2005).
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identifying what are the genuine key-technological developments that are underlying the process of long-run

economic growth.9

However, even if we limit ourselves to the three most obvious suspects, namely steam, electricity, and ICT, the ap-

plication of GPT growth models to the historical record remains fraught with difficulties. This because it is difficult

to summarize the development of these technologies by means of a simple S-shaped diffusion path. The development

of these technologies is characterized by discontinuities and ruptures. In this context, identifying an initial and final

moment and tracing a precise path for the diffusion process becomes an exercise involving a large degree of arbitrari-

ness (see Nuvolari, 2019, for a discussion of this issue in the case of steam power). In other words, the GPT approach

features an overly simplified chronology of technical diffusion that is not really effective in accounting for the

observed dynamics of economic growth. So far, economic historians who have attempted to apply the GPT frame-

work to economic history have been disappointed (Crafts and Mills, 2004; Ristuccia and Solomou, 2014).10 The

main conclusion emerging from this line of research is that the focus on a few key technologies such as the steam,

electricity, and ICT seems to be much too narrow a perspective for the study of the connection between the long-

term evolution of 7technology and economic growth.

In comparison, Freeman’s notion of “technological systems” and of “techno-economic paradigm” is characterized

by a broader “coverage”—both longitudinally (as it includes a number of interlinked technologies) and temporally

(as it acknowledges the possibility of a sequence of radical innovations within the same technological system). As

such it is more in tune with received accounts of history of technology and economic history.

Yet, even considering the broad concept of “technological system,” it must be recognized that the task of thor-

oughly tracing a connection between the deployment and demise of particular technological systems and “waves” of

Table 2. Pavitt taxonomy and long waves of capitalist development

Period Techno-economic paradigm Industrial organization Typical industries Pavitt’s category

of firms

1770–1830 Early mechanization Independent small manufac-

turing firms

Textiles and Pottery Supplier

dominated

1840–1880 Steam engines and

railways

Separation between producers

of capital and consumer

goods (Rosenberg)

Mechanical engineering,

and machine tools

Specialized

suppliers

1890–1930 Emergence of science-

based technology

Corporate R&D and large-

firms

Chemicals and electricity Science based

1940–1980 Fordism Large corporations MNC

(Chandler), mass

consumption

Cars, synthetic products,

and consumer durables

Scale intensive

1990–.... ICTs Large corporations, network

of firms

Microelectronics,

Software, and Internet

Information

intensive

Source: based on Archibugi (2001).

9 Also David and Wright (1999: 10) have put forward a similar concern with respect to the increasing number of GPTs

identified in the literature: “One has only to consider the length of such proposed lists of GPTs to begin to worry that

the concept may be getting out of hand. History may not have been long enough to contain this many separate and dis-

tinct revolutionary changes. . .. On closer inspection, it may be that some of these sweeping innovations should better

be viewed as sub-categories of deeper conceptual breakthrough in a hierarchical structure. Alternatively, particular

historical episodes may be fruitfully understood in terms of interactions of one or more GPTs on previously separate

historical paths.” Interestingly enough, the revision to the concept of GPT proposed by David and Wright is stretching

it towards the notion of technological systems originally suggested by Freeman.
10 It is worth citing the conclusions of Crafts and Mills (2004: 170) who have attempted, from a broadly sympathetic point

of view, to interpret British 19th century productivity trends in terms of the diffusion of steam power as a GPT: “seeking

to base an account of 19th century British growth primarily on the implications of steam is surely misconceived. The

newfound enthusiasm for General Purpose Technology models as a way of conceptualizing long run growth processes

should not be taken too far.”
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economic growth is still largely unfulfilled (and maybe unfulfillable!). Freeman and his associates (see, in particular,

Freeman and Louç~a, 2001) in their appreciative accounts have assembled some highly suggestive evidence in this dir-

ection. They have also suggested the existence of a number of mechanisms such as backward and forward linkages,

technological spillovers, investment multipliers of particular technologies, etc. that might indeed account for the

economy-wide repercussions of the diffusion of these technological systems. However, a precise assessment of the

economic impact of technological systems based on the available historical data on the adoption of various technol-

ogy and on productivity growth is still lacking,11 and, as Louç~a (2020) suggests, might be statistically unattainable

even in principle if one abandons any naı̈ve notion that “cycles” repeat themselves with the same features and same

regularities. Indeed, as noted by Perez (2015), the chronology of technological systems proposed by Freeman and

Louç~a was only partially consistent with the traditional Kondratiev chronology of long waves. Accordingly, Perez

(2015) has recently proposed a reformulation of the original framework in which “technological systems” are related

to “great surges of development,” each characterized by an “installation period” and a “deployment period.” Perez’s

surges of development are not to be interpreted as coherent economic phases in terms of macro-economic indicators,

but rather as phases in which the broad production system is rearticulated around the newly emerging technological

system. It is worth noting that Perez’s (2015) framework still posits a connection between technical change and eco-

nomic outcomes in the form of major financial crises that characterize the “exuberance” of investment in the early in-

stallation period of the new technological system.

When the notion of “technological system” is used in such a way as to encompass the entire life-cycle of a broad

constellation of technologies (i.e. steam power, machinery, iron production techniques) the long-term evolution of

capitalist economies seems to be better captured by a different chronological scheme, based on the more traditional

distinction between the “first industrial revolution,” “second industrial revolution,” and “third industrial revolution,”

than by the one based on Kondratiev waves (von Tunzelmann, 1995: 97–100). The virtues of this alternative periodiza-

tion are explicitly discussed by Freeman and Louça (2001: 145). In particular, they are very explicit in recognizing that

“the entire life-cycle of a technology system will usually be much more than a century” (Freeman and Louç~a, 2001:

145). Still, they maintain that there is the possibility of establishing some link between technical change and economic

performance in terms of the particular phases in the development of each technological system. Be this as it may, it is

clear that the more flexible and broad periodization in terms of the classic three industrial revolutions (with a possible

Fourth one in its earliest phase, see Fagerberg and Verspagen, 2020) may represent a useful framework for interpreting

the historical record, while still keeping many of the insights of Freeman’s approach (Nuvolari, 2019).

Interestingly enough, the perspective outlined so far can be connected with another fundamental “work horse” of

the economics of innovation literature: the Pavitt taxonomy of patterns of innovative activities (Archibugi, 2001). In

this perspective, the taxonomy should be interpreted in a dynamic rather than in the conventional static-descriptive

fashion. According to Archibugi, each Schumpeterian wave described by Freeman and his associates, may be linked

with the emergence of a new type of firms whose patterns of innovative activities are described by a specific category

of the Pavitt taxonomy (see Table 2).

Notably, if we take this approach, it becomes clear that perhaps in many Schumpeterian accounts, too much em-

phasis has been put on the notion of “creative destruction.” In fact, the constellation of innovations that are at the

origins of the three industrial revolutions have led to the emergence of new types of firms characterized by different

innovation behaviors. However, this does not imply that pre-existing firms have been completely superseded, but,

more plausibly, that the structure of the economic system is becoming more articulated and complex. In other words,

the current production system is constituted by an overlap of layers of the technological systems of the first, second

and third industrial revolutions. As noted by Pavitt himself in an early appraisal of the economy-wide impact of ICT

technologies, when assessing newly emerging technological trends, it is crucial to take properly into account “the dif-

ferentiated and cumulative nature of technical change” (Pavitt, 1986: 45). In particular, he noted that improvements

in information technologies were going to be clearly affected by the existing technological trajectories. Rather than

“creative destruction” the penetration of information technologies across application sectors was going to determine

processes of “creative accumulation” with information technologies being integrated into the existing “local” proce-

dures of innovation.

11 To date, the only systematic attempts to assess the contribution of steam power technology to productivity growth (in

Britain) are represented by von Tunzelmann (1978) and Crafts (2004).
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4. Structural crises and institutional transformations

As important as technology is for the process of development, it can hardly be the sole driver of it. It might well be a

necessary conditio, a primus inter pares. Witness the fact that quite a few of the inventions with major importance

for the first industrial revolution had their origins outside England, where the revolution actually happened

(MacLeod, 2004). Indeed, a fundamental point emerging from Freeman’s paper is the fundamental socio-

institutional embeddedness of economic processes. Accordingly, in Freeman and Perez (1988), the deployment of a

new “techno-economic” paradigm involves a major restructuring of the whole production system. This process of

restructuring involves, in its turn, a deep transformation of the social and institutional framework (Freeman and

Louç~a, 2001; Louç~a, 2020).

The notion of socio-institutional framework refers to the social-arrangements that ensure a broad consistency

among the dynamics of productivity and key macro-economic aggregates, including patterns of consumption and in-

vestment, income distribution, capacity utilization, etc. The approach of Freeman and Perez introduces a character-

ization of the economic system which is embedded in a set of socio-institutional arrangements that works as

homeostatic mechanisms (Dosi, 1984). The “downswing phase” of the long wave is the outcome of a mismatch be-

tween the newly emerging techno-economic paradigm and the delayed adjustment of the socio-institutional frame-

work. In these phases, the macroeconomic system becomes particularly fragile with sluggish growth and increased

volatility (Dosi and Virgillito, 2020). Interestingly enough, this vision of the growth process is very close to that put

forward by that of the French “Regulation School” (Boyer, 1988, 1990).12 This approach considers the phases of

relatively successful capitalist development such as the so-called Golden Age (1945–1975) of Western capitalism as

the outcome of a well-tuned congruence between an underlying “regime of accumulation” and a “mode of regu-

lation” which is a specific ensemble of institutional forms ensuring the reproduction of capitalist property relations

by stabilizing the prevailing regime of accumulation. Both the Freeman and the Regulation School approaches point

to the existence of social institutional arrangements that provide mechanisms of adjustment of economic processes,

well beyond the simple functioning of any price-driven allocation system. In doing so, it is straightforward that a

detailed depiction of the configuration of the institutional set-ups is necessary in order to account for the ways the

social-institutional framework is regulating the evolution of the techno-economic paradigms.

Notably, Freeman’s perspective on institutions is not only focused on the issue of coordination that is, the role of

the socio-institutional framework in coordinating the material reproduction of the system, but it also considers expli-

citly the issue of the distribution of power and exploitation, as is explicit in his account of the British industrial revo-

lution. Hence, in Freeman’s framework institutional forms are to be understood as genuine constitutive social

relations rather than simply as rules of the game à la North (North, 1991).

Accordingly, Freeman (2019) and Freeman and Louç~a (2001) introduce new dimensions shaping the patterns of

economic change with the five relatively autonomous, but co-evolving domains, namely,

• scientific knowledge,

• technology,

• the “economic system,”

• the political set-ups,

• the “cultural system.”

The central methodological tenet of Freeman’s “reasoned history” is that a proper understanding of the interplay

between institutional set-ups and technical change should be rooted in this broader interpretative frame in which all

the elements above are considered.

It is instructive to compare Freeman’s approach with the neo-institutionalist approaches that are practiced today

in many areas of mainstream economics. The mentioned view of institutions is that of “rules of game” (North, 1991)

which provide the set of incentives with which fully rational agents are confronted. In this perspective, power, and so-

cially determined beliefs and preferences are completely ruled out of the analysis. It seems appropriate, therefore, to

term the current neo-institutionalist vogue as a form of “weak-institutionalism,” in the sense that institutions are

merely a scaffold in which the interactions among rational economic agents take place. Interestingly enough, if one

12 For a discussion of the overlaps between evolutionary perspectives and the French School of Regulation see Coriat

and Dosi (2002).
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looks beyond economics, considering other domains of the social sciences, an alternative perspective on institutions

was there since the classics (just think e.g. of Weber, Dewey, Durkheim, Commons, Marx). In this latter view, which

we can label as “strong-institutionalism” institutions do not play simply a parametric role, but they inform the very

choices and behavior of the agents. In other words, in this approach it is not possible anymore to neatly separate the

decision-process of the individual agents from the institutional context, since the institutional context may shape the

very preferences of the agents (Dosi et al., 2020).

Interestingly enough, most of the recent research on institutions has tried to document the connection between

different institutional forms and economic performance by means of econometric exercises. In this vein, most of the

efforts have been devoted to the elaboration of identification strategies that could tackle effectively the issue of the

potential endogeneity of the institutional variable of interest with respect to economic performance (Acemoglu et al.,

2005). Although the emphasis has been laid on the issue of endogeneity, the quantitative characterization of institu-

tional variables has been approached with very crude methods. As a result, the main research finding emerging from

this strand of research consists in very reductionists accounts that point to the virtues of very broad notions of institu-

tional forms such as “secure property rights” or “inclusive institutions.” When considered in this perspective, it

seems that the recent research agenda on institutions prevailing in economics is not really able to break interesting

new ground, despite its econometric sophistication (Dosi et al., 2020).

Freeman’s approach is completely antithetical to these neo-institutionalist accounts of growth. In Freeman one

finds an explicit consideration of the complexity of institutional forms and their co-evolutionary dynamics with the

other sub-systems. This is clearly a much more sophisticated and nuanced approach to the study of institutions. And

it does not neglect the paramount importance of technological change discussed above. Again, also in this respect,

Freeman and Louç~a (2001) can be regarded as a starting point for a challenging research agenda, which will certainly

not yield some “institution-augmented” growth accounting exercise (contribution of property right institutions x%,

contribution of capital accumulation y%, contribution of “social capital” z% . . .), but rather as an interpretative

thread able to dissect the varied historical experiences and to provide compelling interpretations of long-run growth

paths.

5. Co-evolution and the British Industrial Revolution

The wealth of insight emerging from this approach is evident in its application to the case of the British Industrial

Revolution. Remarkably, even if a considerable amount of research on this crucial historical episode has been carried

out since Freeman’s paper was written, the paper still provides a fresh and compelling synthesis. In particular, it is

worth emphasizing that most recent and influential contributions on the British Industrial Revolution such as that of

Allen (2009) and Mokyr (2009) have been trying to identify an ultimate trigger of the industrial revolution. In

Allen’s view, the trigger is represented by the “high wage economy” of pre-industrial Britain, while in Mokyr’s case,

the trigger is the “industrial enlightenment.” To be sure, in both Allen’s and Mokyr’s contributions the overall ac-

count of the process takes place against the background of a complex pattern of historical transformation in which

there is an interplay between multiple factors. Still, in Freeman’s perspective, the emphasis of co-evolution and con-

gruence or mis-matchings seems to be able to highlight a number of critical issues that in monocausal explanations

may become blurred.13 For example, while in Allen’s account the role played by military success and aggressive mer-

cantilism as a critical factor for the emergence of the “high wage economy” remains somewhat implicit (Allen, 2009:

110), in Freeman’s synthesis the point is given a very explicit consideration.

Relatedly, Freeman’s inquiry on the British Industrial Revolution, even if focusing on the dominant trajectories of

“mechanization” and the development of steam power technologies, remains alert to the variety in the patterns of

technical change. In this perspective, the industrial revolution should be interpreted as a process of co-evolution

among scientific development, technical advancement, economic change, political transformation, and cultural evo-

lution leading to the emergence and consolidation of an effective and “pluralistic” national innovation system

(Freeman and Louç~a, 2001: 153–174). The key point is that technological change and economic transformation pro-

ceeded on a broad front. The 18th-century British economy and society provided a nurturing environment for the

13 Freeman’s interpretation is here in tune with Roy Porter’s account 18th-century English social history: “Naturally, rapid

industrialization did not have just one single cause: it depended on the felicitous chemistry of many disposing ele-

ments” (Porter, 1990: 312).
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increasing interactions between inventors, entrepreneurs and financial backers, scientists, engineers, skilled work-

men, and users. In these context, inventive activities were organized using different organizational set-ups and they

also differed in terms of the approaches adopted in search activities (ranging from those who practiced a scientific ap-

proach such as James Watt, to those who adopted systematic engineering procedures of trial and error and parameter

variation such as John Smeaton and Josiah Wedgwood, to inspired tinkerers such as James Hargreaves). In this way,

Freeman’s paper clearly points to the importance of encompassing the inquiry on long-run economic growth in a

broad narrative frame in which political, cultural, and social dimensions are also considered.

6. Conclusions

Our discussion of Freeman’s paper has been carried out with a focus on some key methodological issues emerging

from it. The main lesson, in our view, is that the paper shows that “there is another way.” This is important because

more and more scholars seem to share the belief that, despite its methodological sophistication, the current treatment

of technological and institutional change in mainstream economics is not really yielding much in terms of genuine

new insights. Of course, we must be aware that the richness of Freeman’s paper depends also, to a large extent, on

his talent as a scholar able to span different social sciences and combining them with historical research. It would be

wrong, therefore, to consider the Freeman’s framework for reasoned history as a blueprint or a recipe that can be

simply taken off the shelf and applied to specific empirical cases. This would amount to a much too rigid interpret-

ation of the approach. Rather, the framework should be probably better understood as a list of ingredients or in

terms of very broad guidelines. The actual application will naturally require much creative ingenuity in the handling

of the different sources and in the integration of quantitative and qualitative evidence. But, on reflection, this is actu-

ally one further reason for embarking in the direction blazed by the paper.
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